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ABSTRACT

Lampung Robusta coffee is an important commodity in Indonesia,

Article: particularly in terms of local economic potential and global recognition.
Accepted: June 26, 2025 However, public perception of this product on social media, particularly
Revised: April 17,2025 Twitter, remains underexplored. This study addresses the need for a
Issued: October 30, 2025 deeper understanding of consumer sentiment towards Lampung Robusta
© Yuniarthe et al, (2025). coffee, which could inform branding and marketing strategies. To

approach this issue, we used five supervised machine learning algorithms-
KNN, Naive Bayes, SVM, Decision Tree, and Logistic Regression-to
perform sentiment classification on a dataset of tweets containing relevant
This i . keywords. The dataset was pre-processed using standard natural language
1S 1S an open-access article . . . . . .

under the CC BY-SA license processing techniques, including tokenization, stopword removal, and
- TF-IDF feature extraction. The SVM achieved the best performance on
*Correspondence Address: the unbalanced dataset for all metrics, with high and consistent accuracy
yodhi@umitra.ac.id and F1 scores. Logistic regression followed closely with similarly strong
and stable results. Therefore, SVM is recommended as the final model.
These results suggest that machine learning approaches can effectively
classify sentiment in social media discussions about regional agricultural
products and that random forest may provide the most robust performance

in this context.
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1. INTRODUCTION

The province of Lampung is the second-
largest coffee-producing region in Indonesia
[1]. Lampung Robusta coffee is one of the well-
known coffee varieties in Indonesia,
particularly in the Lampung region. This coffee
has a distinctive taste with a bitter and strong
aroma, making it popular in both domestic and
international markets [2].

Indonesia, as one of the largest coffee
producers in the world, has a growing coffee
consumption. According to the local Central
Bureau of Statistics, coffee production
experienced fluctuations from 2020 to 2022. In
2020, coffee production was 762.38 thousand
tons, increasing to 786.19 thousand tons in
2021, representing a 3.12 percent increase.
However, in 2022, coffee production decreased
to 774.96 thousand tons, a decline of 1.43
percent [3]-[5].

The analysis of sentiment on social
networks, such as Twitter or Facebook, has
become a powerful means of learning about the
users’ opinions and has a wide range of
applications. However, the efficiency and
accuracy of sentiment analysis is being hindered
by the challenges encountered in natural
language processing (NLP) [6]. Sentiment
analysis, also known as opinion mining, is a
process of automatically understanding,
extracting, and processing textual data. This is
done to obtain the sentiment information
contained within an opinion. Sentiment analysis
is conducted to observe opinions or the
tendencies of opinions on a particular topic or
issue expressed by a group of people. These
opinion tendencies can be either positive or
negative [7]. Sentiment analysis and opinion
mining are terms that are interchangeably used
to refer to a field of study that concludes a
product or organization can be affected by
people’s views, emo- tions, and attitudes [8]. By
empowering sentiment analysis on e-commerce
platforms to make informed judgements and
expand their service offerings, these results
have substantial practical consequences and
will give them confidence in their strategies [9].
A comparison of sentiment analysis methods
that utilise machine learning has been
demonstrated to illuminate the merits of various
strategies, thereby propelling the field towards
enhanced precision and dependability in
sentiment analysis systems [10].
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This research becomes relevant amidst
the increasing reliance of industry players on
Al-based data analysis to understand consumer
behavior. On the other hand, the lack of
literature discussing sentiment analysis of local
products, especially Lampung Robusta Coffee,
opens a research gap that needs to be filled to
make a real contribution in the field of
information technology and digital
agribusiness. Research related to sentiment
analysis of coffee has grown rapidly in recent
years, particularly with the increasing use of
social media as a valuable data source.
According to a study by Samoggia et al. (2020),
consumer perceptions of coffee's health
attributes were explored using Twitter data.
This research focused on how consumers view
the health benefits of coffee, utilizing content
analysis and sentiment analysis to identify these
perceptions. The study found that most tweets
tended to be neutral or slightly positive
regarding the impact of coffee on health [11].

In recent years, social media platforms
such as Twitter have become popular among
fans to discuss and share their opinions about
the matches [12]. Twitter or X is one of the most
popular social media platforms. Twitter users
are free to post and express anything, including
their opinions, which may consist of facts,
suggestions, information, and criticism towards
something [13]. This research differs from
previous studies as it focuses on sentiment
analysis of Lampung Robusta coffee,
specifically on the Twitter platform, using a
comprehensive machine learning approach.
SVM is often used to find the one with the best
global attributes [14]. Therefore, this study aims
to compare the performance of various
algorithms in classifying sentiment from
Twitter data related to Lampung Robusta coffee
using different machine learning algorithms
such as Decision Tree (DT), K-Nearest
Neighbors (KNN), Logistic Regression (LR),
Naive Bayes (NB), and Support Vector
Machine (SVM). In this study, five machine
learning algorithms - Naive Bayes, Support
Vector Machine (SVM), Decision Tree,
Random Forest, and K-Nearest Neighbors
(KNN)—were selected for comparative
analysis in sentiment classification. These
algorithms were chosen on the basis of their
popularity and evidence of effectiveness in
previous sentiment analysis research.
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This research makes several
contributions to the field of sentiment analysis
and regional product promotion. Firstly, this
research focuses specifically on Twitter data
pertaining to Lampung Robusta Coffee, a topic
that has received scant attention in the context
of computational analysis. This study makes a
novel contribution by applying supervised
machine learning techniques to analyze public
sentiment towards Lampung Robusta coffee.
This is a geographically specific agricultural
product from Indonesia that has received
limited exploration in computational and social
media research. This study thus seeks to
establish a connection between the promotion of
local agricultural products and the utilization of
modern machine learning applications.
Secondly, the comparative evaluation of five
distinct machine learning algorithms provides
insights into their relative performance on real-
world, noisy, and domain-specific social media
data. This study provides a substantial dataset
and performance benchmarks that will act as a
valuable reference point for future research in
the fields of sentiment classification and
regional product branding through digital
platforms. This approach demonstrates the
potential of machine learning to inform data-
driven marketing and branding strategies for
local agricultural products, thereby facilitating
the integration of Al technologies into regional
economic development.

2. METHODS

This study aims to compare sentiment
analysis of Lampung Robusta Coffee on the
Twitter platform using five machine learning
algorithms: Decision Tree (DT), K-Nearest
Neighbors (KNN), Logistic Regression (LR),
Naive Bayes (NB), and Support Vector
Machine (SVM). The research methodology is
divided into several stages: data collection, data
preprocessing, modeling, model evaluation, and
result interpretation.

2.1  Data Collection

Data was collected from Twitter using
the Twitter API, which allows for retrieving
tweets based on specific keywords [15]. The
keywords used in this study include 'Lampung
Robusta Coffee,’ 'Lampung Coffee,’ and
'Robusta Lampung.! Data collection was
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conducted over a specified period, such as one
month, to obtain a sufficiently large and
representative sample of tweets. The collected
tweets include the tweet text, posting date,
username, and other relevant metadata.

2.2 Data Prepocessing

Data preprocessing is an important step
in the sentiment analysis process, as it helps
standardize the text data and remove any
irrelevant or noisy elements [16]. The raw data
obtained from Twitter needs to be further
processed to be ready for sentiment analysis.
The preliminary stage in the preprocessing is the
cleansing of the data. The process of data
cleaning has been defined as the improvement
of data sets through the replacement, deletion,
or modification of irrelevant or valid data [17].
The preprocessing steps include [18]:

a. Cleansing: Removing symbols,
punctuation, URLs, usernames, and other
irrelevant elements from the tweet text.

b. Tokenization: Breaking the tweet text
into individual words or tokens.

c. Lowercasing: Converting all text to
lowercase to reduce variations of the
same word.

d. Stopword Removal: Removing common

words (stopwords) that do not provide
significant information, such as 'and," 'in,’
'that,' etc.

€. Stemming: Reducing words to their base
form to simplify analysis, for example,
converting 'liking' to 'like.'

f. Filtering: Removing irrelevant tweets,
such as spam or tweets not related to
Lampung Robusta Coffee.

2.3 Modeling

After the data is processed, the next step
is modeling using machine learning algorithms.
In this stage, the cleaned data is divided into
training data and testing data with a certain
ratio, for example, 80% training data and 20%
testing data. Below is a brief explanation of each
algorithm used [19]:

a. Decision Tree (DT): This algorithm
builds a predictive model in the form of a
branching decision tree, where each node
represents a feature attribute, and the
branches represent the outcomes of
decisions based on those attributes.
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b. K-Nearest Neighbors (KNN): This
algorithm classifies a tweet based on the
majority of its k-nearest neighbors in the
feature space. KNN is a simple yet
effective algorithm for classification with
a relatively small amount of data.

c. Logistic Regression (LR): Although
initially developed for regression, LR is
often used for binary classification. This
algorithm predicts the likelihood of a
tweet having a positive or negative
sentiment based on a logistic function of
the input features.

d. Naive Bayes (NB): This probabilistic
algorithm is based on Bayes' Theorem,
which assumes that text features are
independent. Naive Bayes is commonly
used in text classification tasks, including
sentiment analysis.

e Support Vector Machine (SVM): This
algorithm seeks the best hyperplane that
separates the data into two distinct
classes. SVM is highly effective in text
classification  tasks  with  high-
dimensional data.

2.4  Model Evaluation

After the models are trained, evaluation
is performed on the testing data to measure the
performance of each algorithm. The evaluation
metrics used include [20] [21]:

a. Accuracy: The percentage of correct
predictions out of the total predictions.
b. Precision: The proportion of true positive

predictions out of all positive predictions.
C. Recall: The proportion of correctly

predicted positive instances out of all

actual positive instances.

d. F1-Score: The harmonic mean of
precision and recall, providing a balance
between the two. The fl-score obtained
from each model could represent in the
form of a table based on the sentiments
[22].

In addition, in some experiments,
researchers also use data balancing techniques
such as class weighting and SMOTE (Synthetic
Minority Over-sampling Technique) to address
the issue of class imbalance in sentiment data.

2.5 Interpretation of Results

The results of each algorithm are
compared based on the aforementioned metrics.
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This analysis helps determine which algorithm
is best suited for sentiment analysis of Lampung
Robusta Coffee on Twitter. The interpretation
of results also includes an analysis of the
differences in algorithm performance under
unbalanced data conditions, with class weight
balancing, and after applying the SMOTE
technique. interpretation of results also includes
an analysis of the differences in algorithm
performance under unbalanced data conditions,
with class weight balancing, and after applying
the SMOTE technique interpretation of results
also includes an analysis of the differences in
algorithm performance under unbalanced data
conditions, with class weight balancing, and
after applying the SMOTE technique.

3. RESULTS AND DISCUSSION

The following are the results and
discussion of this study, which include both
training and test data.

Test Set Accuracy Across Train:Test Ratios Test Set F1-Score Across Train:Test Ratios
L KK

-~ -8

10:90 W W W6 5:50 W ELT] 00 4080 5050
Thain:Test Ratia Trein st Ratio

Figure 1. accuracy of unbalanced (Original) results across all
algorithms (KNN, Naive Bayes, SVM, Decision Tree, and
Logistic Regression)

Figure 1 displays the performance of
various classification algorithms (KNN, Naive
Bayes, SVM, Decision Tree, Logistic
Regression) on an imbalanced dataset with
different ratios of minority and majority classes
(ranging from 10%:90% to 50%:50%).

The metrics wused are Accuracy,
Precision, Recall, and F1-Score for both
training (Train) and testing (Test) data. Overall,
Logistic Regression and Decision Tree
demonstrate the best performance across most
ratios, with consistently higher accuracy and
F1-Score compared to other algorithms,
especially on the test dataset. This table displays
various splits of training and testing data,
ranging from 10%:90% to 50%:50%. Each
algorithm is evaluated using the metrics of
Accuracy, Precision, Recall, and F1-Score. The
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results show that Logistic Regression (LR) has
the most consistent and superior performance
across all metrics, while SVM and Decision
Tree also exhibit strong results, particularly in
F1-Score. Conversely, KNN and Naive Bayes
tend to have lower accuracy and precision,
especially on the test data. Overall, LR stands
out as the best-performing algorithm across
different data split scenarios. SVM excelled
consistently across all data ratios, with the
highest accuracy (up to 80.61%).

Test Set Accuracy per Model

65.0

10:30 20:80 3070 40:60 5050
Train-Test Ratio

Figure 2. visualisation to compare the accuracy and F1-Score
on test data (test set) of each algorithm across various
training:test data ratios

Based on the results of evaluating five
classification algorithms-K-Nearest Neighbors
(KNN), Naive Bayes (NB), Support Vector
Machine (SVM), Decision Tree (DT), and
Logistic Regression (LR)-with a class
balancing approach through class weight. SVM
showed the highest accuracy and F1-Score on
the test data, especially on the 20:80 and 30:70
ratios, with accuracy reaching 80.61% and F1-
Score 80.62%. Logistic Regression matched
SVM's performance in many ratios, and was
more stable overall with a maximum accuracy
of 80.02% and F1-Score of 80.01%. The best
model for this classification case is Support
Vector Machine (SVM) if you want maximum
accuracy. Logistic Regression (LR) if you want
a simple, fast, and still highly accurate model.

Test Accuracy Across Data Splits (SMOTE Balanced Results)

Figure 3. shows a line graph showing the testing accuracy of
various algorithms (KNN, Naive Bayes, SVM, Decision Tree,
and Logistic Regression) on five different data sharing scenarios
with the SMOTE method.
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This figure presents the use of the
SMOTE technique to address imbalanced data.
The tests were conducted with various training
and testing data splits, ranging from 10%:90%
to 50%:50%. Each algorithm was evaluated
based on Accuracy, Precision, Recall, and F1-
Score.

The results indicate that Logistic
Regression (LR) consistently performs the best,
particularly in terms of Accuracy and Precision.
SVM also shows high results, especially in F1-
Score. In contrast, when using test data, KNN
tends to have lower performance compared to
other algorithms, particularly in Recall and F1-
Score. Overall, the use of SMOTE generally
enhances the performance of algorithms in
handling data imbalance.

The evaluation results of the five
machine learning algorithms for sentiment
analysis of Lampung Robusta Coffee on Twitter
can be assessed using various performance
metrics. Based on the results obtained:

a. KNN shows an accuracy of 76.32%
under unbalanced data conditions and
increases to 77.93% when using class
weight  balancing. = However, its
performance drops to 69.02% when
using the SMOTE technique.

b. Naive Bayes (NB) consistently shows
high performance with accuracy above
90% across all data settings, whether
unbalanced, class weight, or SMOTE.

C. Support  Vector Machine (SVM)
achieves the best performance with an
accuracy of 96.86% under unbalanced
data conditions and shows a slight
increase when wusing class weight
balancing and SMOTE.

d. Decision Tree (DT) reaches an accuracy
of 84.41% under unbalanced conditions,
and its performance remains relatively
stable around 83%-84% in other settings.

e. Logistic = Regression  (LR) also
demonstrates strong performance with an
accuracy of 93.91% under unbalanced
conditions and increases to 95.38% when
using class weight balancing and
SMOTE.
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Figure 4. Accuracy of the algorithm in comparison graph
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Based on images 4-7, the graphs display
a comparison of accuracy, precision, recall, and
Fl-score of five classification algorithms
(KNN, Naive Bayes, SVM, Decision Tree, and
Logistic Regression) in handling imbalanced
data with a 10%:90% ratio. Three methods were
applied: without handling (Unbalanced), Class
Weight, and SMOTE. The results indicate that
the Class Weight and SMOTE methods
consistently improve accuracy and precision
across all algorithms compared to unbalanced
data, particularly in the SVM and Logistic
Regression algorithms, with the highest values
exceeding 90%.
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Figure 8. Accuracy of the algorithm in comparison graph of
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Figure 6. Recall of the algorithm in comparison graph of

10%:90%
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Figure 9. Precision of the algorithm in comparison graph of
20%:80%
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10%:90%

Figure 10. Recall of the algorithm in comparison graph of
20%:80%
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Figure 11. Fl-score of the algorithm in comparison graph of
20%:80%
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Based on images 8-11, the graphs display
a comparison of accuracy, precision, recall, and
Fl-score of five classification algorithms
(KNN, Naive Bayes, SVM, Decision Tree, and
Logistic Regression) in handling imbalanced
data with a 20%:80% ratio. Three methods were
applied: without handling (Unbalanced), Class
Weight, and SMOTE. The results indicate that
the SVM and Logistic Regression algorithms
achieve the highest values, exceeding 90%.
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Figure 12. Accuracy of the algorithm in comparison graph of
30%:70%
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Figure 13. Precision of the algorithm in comparison graph of
30%:70%
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Figure 14. Recall of the algorithm in comparison graph of
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Figure 15. FI-score of the algorithm in comparison graph of
30%:70%
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Based on images 12-15, the graphs
display a comparison of accuracy, precision,
recall, and Fl-score of five classification
algorithms (KNN, Naive Bayes, SVM, Decision
Tree, and Logistic Regression) in handling
imbalanced data with a 30%:70% ratio. Three
methods were applied: without handling
(Unbalanced), Class Weight, and SMOTE. The
results indicate that the SVM and Logistic
Regression algorithms achieve the highest
values, exceeding 90%.
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Figure 16. Accuracy of the algorithm in comparison graph of
40%:60%
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Figure 19. FI-Score Of The Algorithm In Comparison Graph Of
40%:60%

Based on images 16-19, the graphs
display a comparison of accuracy, precision,
recall, and Fl-score of five classification
algorithms (KNN, Naive Bayes, SVM, Decision
Tree, and Logistic Regression) in handling
imbalanced data with a 40%:60% ratio. Three
methods were applied: without handling
(Unbalanced), Class Weight, and SMOTE. The
results indicate that the SVM and Logistic
Regression algorithms achieve the highest
values.
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Based on images 20-23, the graphs
display a comparison of accuracy, precision,
recall, and Fl-score of five classification
algorithms (KNN, Naive Bayes, SVM, Decision
Tree, and Logistic Regression) in handling
imbalanced data with a 50%:50% ratio. Three
methods were applied: without handling
(Unbalanced), Class Weight, and SMOTE. The
results indicate that the SVM and Logistic
Regression algorithms achieve the highest
values.
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Figure 27. Fl-score of the algorithm in comparison graph of
10%:90%

Based on images 24-27, the graphs
display a comparison of accuracy, precision,
recall, and Fl-score of five classification
algorithms (KNN, Naive Bayes, SVM,
Decision Tree, and Logistic Regression) in
handling imbalanced data with a 10%:10%
ratio. Three methods were applied: without
handling (Unbalanced), Class Weight, and
SMOTE. The results indicate that the SVM and
Logistic Regression algorithms achieve the
highest values.

Overall, the SVM algorithms
demonstrate the best performance in sentiment
analysis of Lampung Robusta coffee on Twitter,
making them reliable choices for quick and
straightforward results.
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CONCLUSION

From this research, it can be concluded
that sentiment analysis of Lampung Robusta
coffee on Twitter can be effectively conducted
using machine learning algorithms. Overall
performance based on test set accuracy, with
emphasis on model stability and superiority:
SVM (Support Vector Machine) consistently
provides the highest test accuracy results in
almost all split ratios (e.g., 77.24%, 81.09%,
80.56%, 77.96%, and 78.91%). It has high and
stable precision, recall, and F1-score values as
well. This shows that SVM performs very well
in handling oversampled data (SMOTE),
possibly because SVM is able to cope well with
minority classes. SVM is the best performing
algorithm consistently on oversampled data
using SMOTE, judging by the combination of
accuracy, precision, recall, and F1-score on the
test set. Logistic Regression can be used as an
alternative if a simpler and easier to explain
model is required. It is hoped that future
research will consider additional features or the
use of deep learning models to further enhance
the accuracy of sentiment analysis.
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