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ABSTRACT

This research aims to overcome the limitations of the Stable Diffusion model in creating conceptual works of art, focusing on problem identification, research objectives, methodology and research results. Even though Stable Diffusion has been recognized as the best model, especially in the context of creating conceptual artwork, there is still a need to simplify the process of creating concept art and find the most suitable generative model. This research used three methods: Latent Diffusion Model, Dreambooth: fine-tuning Model, and Stable Diffusion. The research results show that the Dreambooth model produces a more real and realistic painting style, while Textual Inversion tends towards a fantasy and cartoonist style. Although the effectiveness of both is relatively high, with minimal differences, the Dreambooth model is proven to be more effective based on the consistency of FID, PSNR, and visual perception scores. The Dreambooth model is more efficient in training time, even though it requires more memory, while the inference time for both is relatively similar. This research makes a significant contribution to the development of artificial intelligence in the creative industries, opens up opportunities to improve the use of generative models in creating conceptual works of art, and can potentially drive positive change in the use of artificial intelligence in the creative industries more broadly.
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1. INTRODUCTION

Image synthesis converts text, sketches, or other sources into images using a generative artificial intelligence model [1]. Generative models are the most influential class of generative models in artificial intelligence thanks to their ability to generate data. The major achievements of this model are in the fields of computer vision, speech generation, bioinformatics, and other areas of natural language processing that are currently being developed [2]. There are four main models that are widely used, namely, Variational Autoencoders (VAE), Generative Adversarial Networks (GAN), Normalizing Flows, and Diffusion models [3].

In creating synthetic images, several generative models compete to obtain high effectiveness and efficiency, such as the Generative Adversarial Network (GAN), which consistently, from year to year, can become a top-level model in creating works of art in the form of images, music, and literature [4]. However, GAN's steps were stopped after research conducted by Dhariwal P and Nichol A [5], from OpenAI, which stated that the diffusion model beat GAN in creating synthetic images. This research explained that the Generative Adversarial Network (GAN) had shortcomings in the architecture and image results produced by the model. The GAN architecture performs computations that are much more complicated and take longer in terms of time and memory usage in running the model, making GANs inferior to diffusion models in effectiveness. Likewise with efficiency, the image quality resolution results produced by the diffusion model are much better than the Generative Adversarial Network (GAN) as evidenced by the results of the FID (Fréchet inception distance) score in this study, a score of 3.85 with a resolution of 512×512 on the diffusion model, and GAN with a score of 7.72 at a resolution of 512×512, the lowest score is the best.

Over time, various developers have modified and developed the diffusion model. According to research conducted by regarding the development of the text-to-image diffusion model, the diffusion model experienced very significant development, starting from OpenAI, which released the Dall-e and Dall-e-2 models, then Google, which released Imagen, and StabilityAI, which released Stable Diffusion [6]. These models have the same basis, namely the diffusion model. Robin Rombach conducted research comparing these models, from the models mentioned earlier [7] stated that Stable Diffusion has a higher level of effectiveness and efficiency than other models. This is proven by the FID (Fréchet inception distance) score [8] of each model, which states that stable diffusion is better than that of the other models.

Stable Diffusion also has limitations [9], one of which is that it cannot create specific images and provide personalization, the Stable Diffusion model can still produce artifacts, such as blurring, checkerboard patterns, or color inconsistencies, especially in somebody's anatomy including faces and scenes. Complex. These artifacts can affect the overall visual quality of the resulting image. The Stable Diffusion problem was answered by research conducted by Ruiz [10], namely, fine-tuning a model called Dreambooth. This fine-tuning model provides a solution for Stable Diffusion to create more varied and clear synthetic images. Research conducted by Gal [11], also has the same solution for Stable Diffusion, namely fine-tuning the Textual Inversion model, which provides the same solution as the Dreambooth model. The difference between these models lies in their respective architectures. Dreambooth has a more complex architecture that produces larger model data than Textual Inversion. Meanwhile, Textual Inversion will focus on text embedding, which makes the Textual Inversion model much smaller than Dreambooth. This comparison aims to compare the effectiveness and efficiency results of the fine-tuning model applied to Dreambooth and textual Inversion.

2. METHODS

2.1. Latent Diffusion Model

Diffusion models are a new generative model class that produces various high-resolution images. This model attracted a lot of attention after OpenAI, Nvidia, and Google carried out large-scale data training on this model. Other examples of architectures that use diffusion models are GLIDE, DALLE-2, and Imagen, and only Stable Diffusion is open-source (How Diffusion Models Work: The Math from Scratch | AI Summer, n.d.). Diffusion models are basically very different...
from previous generative models. Intuitively, the diffusion model aims to decompose the process of image creation (sampling) into even smaller "denoising" steps. The intuition behind this is that the model can improve itself through small steps and gradually produce very good samples. Basically, the model has been applied to the alpha fold model, but the iteration process makes the model slower in taking samples when compared to GAN (Ho et al., 2022).

In more detail (Rombach et al., 2022) explained in their research that they suggested adding an encoder network to input into latent space such as $z_{t} = g\left(x_{t}\right)$. The intuition behind this decision aims to minimize the computational demands on the diffusion model by processing the input data in a smaller dimensional space. After that, the basic diffusion model is applied with the addition of UNet Architecture to generate new data, which is carried out by the decoder network.

The following losses are of the same type as the diffusion model (DM) formulated as follows:

$$L_{DM} = \mathbb{E}_{x,t,\epsilon} \left[ \| \epsilon - \epsilon_{\theta}(x_{t},t) \|^2 \right]$$

The following loss Latent diffusion model (LDM) is formulated as follows:

$$L_{LDM} = \mathbb{E}_{\epsilon(x),t,\epsilon} \left[ \| \epsilon - \epsilon_{\theta}(z_{t},t) \|^2 \right]$$

Basically, the difference between the diffusion model and the latent diffusion model is only in the encoder, which is notated as $\epsilon$, and changing the image variable $x$ to $z$. A detailed explanation of the latent diffusion formula is as follows:

$\mathbb{E}_{\epsilon(x),t,\epsilon} = s$ is the sample image notation, $\epsilon$ is the encoder, $t$ is the timesteps, $\epsilon$ is the noise.

$\epsilon - \epsilon_{\theta}(z_{t},t) =$ the UNet architecture formula.

The basic method used is the Latent diffusion model (LDM). The latent diffusion model carries out the diffusion process in latent space, which means that this model consumes less training costs and has a faster inference time [7]. Observations showed that the image fragments retained perceptual detail and conceptual semantic composition after the image underwent fairly high compression. LDM provides noise in perceptual and semantic compression using a generative process that first learns the trimming (cutting) stages of pixel-level redundancy using an autoencoder and then manipulates or generates semantic concepts with a diffusion process [8].

The latent diffusion model consists of two core components: the autoencoder and the diffusion model [12]. Autoencoder is a collection of pre-trained image data with a large capacity. The autoencoder learns how to convert an image into a spatial latent code using KL-divergence loss and vector quantization regulations. Then, a decoder learns how to convert the latent map into a suitable image. The second component in LDM is a diffusion model, trained to produce code using latent space. This diffusion model can be conditioned on class labels, segmentation masks, or a text-embedding model that has been trained [13].

2.2. Dreambooth Model

The dreambooth model provides personalization to a text-to-image model, such as Stable Diffusion with input samples of 3 – 5 image data that suit the subject. This makes it possible to create an image subject that has different contextual features in certain scenes, poses, and viewpoints. With the help of a unique identifier, this method succeeded in embedding an example subject into the output domain created [9], [10].

![Figure 1. Overall latent diffusion model architecture](image1)

![Figure 2. Dreambooth model fine-tuning algorithm](image2)
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The basic architecture of a Dreambooth model method, with the following steps:

a. Input: there are two types of input data. The first is image training samples or images of specific objects with a certain number, such as 3 or more images that have the same specifications. Example of a "corgi" image with a total of 5 images by entering the same "corgi" image. On the other hand, the input entered is a sentence where each word will be converted into a number called a vector, for example, "a" has its own value, as does "photo", "of", and "skis" each word will be converted into certain numbers. The input sentence is called a unique identifier, directly related to the input image.

b. Add Noises: the noise given to the image sample is divided into two parts. One part is used to carry out the diffusion process, and the second part is used to compare the output results of the diffusion process. Please note that adding noise to an image causes the image to become undefined. The division of the two parts, for example, the first part is given noise $x(n)$, then the second part is noise $x(n-1)$ as a comparison for the output diffusion process [13].

c. The diffusion process is used in a fine-tuning model using stable diffusion, namely the text-to-image model, which is the basis of the fine-tuning method. Stable diffusion has the same basis as the latent diffusion model, with each diffusion model having forward and reverse steps. The forward step is the stage of adding noise to an image, and the reverse step is the stage of denoising or reducing noise in an image, which is called a Markov Chain [8], [13].

d. Gradient Update is a punishment or punishment stage. This term is given to the results or output images produced from the diffusion process, which, after being compared with sample data, still have a high loss (bad prediction). If the resulting loss is high, the output will repeat the diffusion process so that the image can produce an image that matches the existing sample data with the iteration input limits entered by the user.

e. Output will produce an image that resembles the sample image combined with a unique identifier to produce an image with certain personalization such as the scene, pose and viewpoint of an image.

2.3. Textual Inversion

Textual Inversion is a method that provides freedom to be creative through a text-to-image model by providing 3-5 images that represent the user's desires, such as an object or the painting style of an image. This method studies data through "words" in the embedding space of a text-to-image model. These "words" can be natural language sentences or sentences commonly used in everyday life by combining specific personalization of objects intuitively [11].

The architecture and working process of Textual Inversion are not too different. Only one process is different at the Gradient Update stage. Dreambooth provides punishment for objects that have high losses to be returned to the diffusion process, but Textual Inversion changes the vector of unique identifier words so that the system learns to get the right words to produce output that matches the sample data. This process produces a text embedding that can be used as a trigger prompt or word to produce the desired image.

![Figure 3. Textual inversion algorithm](image-url)
concepts provided by users. This embedding is then associated with a new pseudo-word, which can be included in a new sentence like any other word.

3. RESULTS AND DISCUSSION

The experiment went through several stages and limitations, including the hardware used. The Dreambooth model and Textual Inversion have a system requirement recommendation of at least 16 GB VRAM on the GPU, while we only use 12GB VRAM on the GPU. In deep learning, the GPU or graphics card plays an important role in running the system. Stability AI, one of the companies that makes the Stable Diffusion model, uses around 256 A 100 GPUs, with an estimated price of one GPU at $200,000 US dollars [14].

Data training was carried out using webUi Automatic1111 to make it easier to produce an image. In the training stage, we combine a private dataset with one of the Stable Diffusion models. The experiment used the default settings on automati1111 with changes to the steps, namely 10, 20, 30, 40, and 50 steps [15]. The Dreambooth model can train 140 epochs with 13 steps for 1820 steps, and Textual Inversion can train 200 epochs with 20 steps for a total of 4000 steps.

Each method carries out experiments at different steps, and each step produces 50 images according to the dataset created so that the measurements are not biased or balanced. The total number of experimental images produced was 500, divided into 250 Dreambooth models and 250 Textual Inversion images with each step of 10, 20, 30, 40, and 50, totaling 50 images.

3.1. Dataset

![Figure 4. Dataset](image)

The process of creating a dataset aims to provide personalization to images. The image used is the face of the first author (Bilal Abdul Qowy) in this study. A total of 50 images with a resolution of 512 x 512 pixels, each with different expressions, backgrounds, clothes, and hairstyles. Added descriptive sentences that describe one image in the dataset created. These descriptive sentences will later be used in training data for Textual Inversion to recognize images that will be entered into Textual Inversion to produce a new text embedding. This research uses images as the main data. Image data can be used to extract the qualitative information contained therein. In the context of image analysis, qualitative features such as color, shape, texture, or object can be extracted to provide an understanding of the visual characteristics in the image.

3.2. Effectiveness

Effectiveness is measured using 3 indicators: Fidelity, Diversity, and Image quality.

3.2.1. Fidelity

Image fidelity refers to how accurate the image produced by a model is without excessive distortion or loss [8], [16]. The Fidelity value of an image can be measured using Fréchet inception distance (FID) with the help of human visual perception, namely direct assessment by human perception. The measurement uses the FID score [8], [17] by comparing the two datasets, namely the original facial image dataset (real image) and the dataset created by a generative model (generated image). The FID score measures the distance between the similarity or suitability of the original data to the generative data. Therefore the smaller the score produced, the better the model is at creating generative images.

<table>
<thead>
<tr>
<th>Steps N</th>
<th>FIDs Dreambooth</th>
<th>FIDs Textual Inversion</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>7.2</td>
<td>7.3</td>
</tr>
<tr>
<td>20</td>
<td>2.8</td>
<td>4.8</td>
</tr>
<tr>
<td>30</td>
<td>2.2</td>
<td>3.9</td>
</tr>
<tr>
<td>40</td>
<td>3.5</td>
<td>3.5</td>
</tr>
<tr>
<td>50</td>
<td>2.4</td>
<td>3.0</td>
</tr>
</tbody>
</table>

The results from Dreambooth are not very consistent because there are increases and decreases in scores in certain steps. However,
the score produced by Dreambooth is far superior to that of Textual Inversion. Dreambooth can reach 2.2. The FID score shows that the resulting image is better than Textual Inversion. The score from Textual Inversion shows good consistency from the initial steps to the limit of the steps being tested. Even though it is consistent, the resulting score is only up to 3.0, indicating that the results from Textual Inversion are not better than the Dreambooth score.

![Figure 5. Comparison of the fidelity of the two models](image1)

Determining the effectiveness of an image requires more than just an FID score. Human visual perception plays an important role in determining the effectiveness of an image. In Figure 4.3, the first 10 steps of the Textual Inversion model show a score of 7.3, and the results are very ineffective because there are still distortions on the face and the texture is too rough. Moving on to the next steps, 20 shows a clear increase in the image on the face but with relatively the same background and not too detailed. Facial detail increases in the next step, 30 steps, followed by a change in the color of the object's clothing. Facial detail continues to increase in the next steps, 40 steps add detail to the face with better color tones. In the last experiment, 50 steps, details become clearer with increasing lighting and composition according to the image object.

The Dreambooth model creates images with a more real and realistic style. Therefore, Dreambooth's FID score is lower than that of Textual Inversion. The FID score measures the distance of similarity between the two datasets being compared, therefore, Dreambooth has a lower score than Textual Inversion. However, that doesn't mean that Dreambooth is much more effective than Textual Inversion. On the first try of 10 steps, the resulting image still looks very rough, the texture is messy, and the color contrast is very high. In the next 20 steps, the image has improved quite significantly. The face looks clear, and the facial texture is more detailed. In the 30-step experiment, facial details looked better, and the background of the object changed. At 40 steps, the face again looks a little blurry but has a face shape that more closely resembles the training data. In the last trial of 50 steps, the face changed slightly in lighting and coloring.

The only striking difference is in step 10. The next steps show differences in small details in the image.

3.2.2. Diversity

Diversity image refers to the diversity results produced by a particular model. Measuring diversity does not have an exact measurement. Diversity image assessment uses human visual perception [18] but can also be measured through the FID score. The FID score results are already known in the Fidelity experiment, so this stage only focuses on human visual perception. The following are the results of each model's fine-tuning method.

![Figure 6. Dreambooth diversity model](image2)

![Figure 7. Textual inversion diversity](image3)
The results of Textual Inversion produce more cartoonish images. Having a higher FID score than Dreambooth does not mean that the image produced by Textual Inversion is worse than the Dreambooth model. This model is very relevant in creating fantasy-themed images.

3.2.3. Image Quality
The image quality of an image is measured using peak signal-to-noise ratio (PSNR) [19], [20]. The PSNR method measures two distances between the original and compressed images. Images that have a high value mean they have better quality.

<table>
<thead>
<tr>
<th>N</th>
<th>PSNRs Dreambooth</th>
<th>PSNRs Textual Inversion</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>44.72</td>
<td>41.52</td>
</tr>
<tr>
<td>20</td>
<td>45.58</td>
<td>42.44</td>
</tr>
<tr>
<td>30</td>
<td>45.31</td>
<td>43.81</td>
</tr>
<tr>
<td>40</td>
<td>45.77</td>
<td>44.60</td>
</tr>
<tr>
<td>50</td>
<td>45.59</td>
<td>44.21</td>
</tr>
</tbody>
</table>

The results of each model show that both have good image quality, but if you compare the PSNR scores on the two models, it can be concluded that the Dreambooth model has a higher score than Textual Inversion. Therefore, the image quality that has a higher level of effectiveness is the Dreambooth. Model. However, we can underline that the Dreambooth model and Textual Inversion results have different image painting styles.

3.2.4. Efficiency
Efficiency is measured using 3 indicators: training time, inference time, and memory usage.

3.2.5. Training Time

<table>
<thead>
<tr>
<th>Table 3. Training time comparison table</th>
</tr>
</thead>
<tbody>
<tr>
<td>Settings</td>
</tr>
<tr>
<td>Epoch</td>
</tr>
<tr>
<td>140</td>
</tr>
<tr>
<td>Training time</td>
</tr>
</tbody>
</table>

Both models have different default settings on the system, the time taken is quite significant. Dreambooth is 3 times faster than Textual Inversion; the biggest possibility of a fairly high difference in training time is in the default settings for training the two models. Issues arise when the Dreambooth model is forced to train more than the specified epoch, such as ‘ran out of GPU memory’ where the GPU can no longer accommodate the memory used.

3.2.6. Inference time
Inference time is the time a model takes to create or create a synthetic image. In this experiment, the author took samples of 50 images from each step. 10 steps to 50 steps. The average time taken in the first 10 steps is 3 seconds or seconds. Increased to 5 seconds, the next step also increased to 6 seconds, and so on, up to 9 – 10. The difference between the two models, the Dreambooth model, and the Textual Inversion model, is not very significant because the difference between the two models is under 1 second. The Dreambooth model has a faster travel time of around 0.40 seconds.
3.2.7. Memory usage

In the average inference time experiment to create an image, 7GB VRAM is needed on the Dreambooth model, or around 57.64% of the total memory on the hardware used. In MSI afterburner memory usage during training, the two 67 Inversion models use less VRAM, with an average total memory of 5GB VRAM, or 43.19% of the total memory on the hardware. This comparison makes the Textual Inversion model a more efficient model with a difference of 14.45%.

In training data, the Dreambooth model requires 6 - 12GB VRAM on the GPU system, which means it uses almost 100% of the GPU memory capacity, while Textual Inversion requires 6 - 8GB GPU memory, which means it only uses around 75% of the total GPU memory.

The data results produced in the two models are quite different. The Dreambooth model produces a data file of 5.21 GB with 140 files. Textual Inversion produces only 68.8MB with 242 files. This difference is because the Dreambooth model produces a new model file in the "ckpt" format, which is a format similar to creating a new model. Textual Inversion only produces text embedding files with contents in the form of a collection of texts that have been trained.

From the results of 6 comparison indicators, Dreambooth beats textual Inversion in 5 indicators, and textual Inversion can beat Dreambooth only in 1 indicator, namely memory usage. It can be concluded that the Dreambooth model is more effective and efficient in creating synthetic images.

CONCLUSION

It can be concluded that the Dreambooth model dominates every measurement indicator except memory usage because the memory requirements for training a Dreambooth model require quite a large amount of memory. This doesn't mean that Textual Inversion is a bad method; the difference between the values of Dreambooth and Textual Inversion is not that different, but just the implementation and way of using it are different. The results of the two also have different painting styles. The benefit obtained from this experiment is that the results of the tests carried out can be used as a reference for further research in the field of machine learning or deep learning.
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