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ABSTRACT

Every time a new variant of Coronavirus (Covid-19) appears, the media or news platforms review to find out whether the new variant is more dangerous or contagious than before. One of the media or platforms that is fast in presenting news in videos is YouTube. YouTube is a social media that can upload videos, watch videos, and comment on the video. The comment field on YouTube videos cannot be separated from spam comments that annoy other users who want to follow or participate in the comment's column. Indication of spam comments is still done by observing one by one; this is very inefficient and time-consuming. This study aims to create a model that can classify spam on YouTube comments. The classification method uses the SVM (Support Vector Machines) algorithm and the KNN (K-Nearest Neighbor) algorithm to identify spam comments or not with comment data taken from Omicron's Covid-19 news video on national news channels. The classification results show that the SVM method is superior inaccuracy with the Linear SVC algorithm of 75.12%, SVC of 76.11%, and Nu-SVC of 77.11%. While the KNN algorithm with k=2 is 65.67%, k=4 is 64.51%, k=6 is 62.35%.
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I. INTRODUCTION

Coronavirus (Covid-19) in the last two years has become news in the print and electronic news era. Covid-19 is a virus infection from human to human [1]. The development of Covid-19 has entered a new phase, including the emergence of a more infectious variant, the Omicron variant. The Omicron variant was first reported in Botswana, South Africa, in early November 2021.
In the enthusiasm for news coverage, especially on social media sourced from videos such as YouTube, netizens often provide opinions in the comment’s column. However, many social media users often harm others by adding irrelevant and unrelated comments to the shared items or posted or so-called spam. Spam is an act that is detrimental to other readers who want to follow the news flow, especially indicating that spam is still often done manually. Therefore, automatic spam classification is needed because classifying comments as spam can improve experience and knowledge in analyzing essential and unimportant information by identifying spam [2], [3].

Previous research on the identification of spam comments was carried out by sentiment analysis about the new variant of Covid-19, the algorithm used with SVM and Naive Bayes to identify spam text messages [4]. Detect spam comments on the Instagram social media platform using the Support Vector Machine (SVM) algorithm [5]. Identification of Indonesian SMS spam using Support Vector Machines [6]. Optimization of K-values for classifying spam and non-spam KNN algorithm [7]. Knowing the accuracy of the Distance Weight K-Nearest Neighbor algorithm for identifying spam comments on Instagram posts [8]. This study uses the SVM and KNN algorithms. SVM is often used to find the one with the best global attributes. Only a small amount of training data is stored by the SVM for predictions. Optimal hyperplane search in the input space functions as a separator of two data classes. Besides that, K-Nearest Neighbor (KNN) is an instance-based learning group. The KNN algorithm is also a form of lazy learning technique. KNN works to find a group of \( k \) objects in the training dataset that are most comparable or similar to the objects in the new or test data.

Therefore, this study aims to classify spam comments by comparing two different algorithms, namely SVM and KNN. The classification was carried out to identify YouTube comment spam about Covid-19 Omicron. In contrast to previous studies [4], [5], this study divides several tunings on the two algorithms to be compared.

II. METHODOLOGY

This research method consists of several stages described in a flow diagram in Figure 1.

2.1 Data Collection

In this study, the dataset was obtained by scraping comments on YouTube video comments to discuss the spread of the Omicron variant of the COVID-19 virus from national news channels. Data retrieval is done by scraping on YouTube. Based on the scraping of the comment data, data obtained as many as 3014 comments. The comment data from videos and channels, as in Table 1.

2.2 Data Labelling

The comment data that has been obtained is then labeled manually. The data class is divided into two classes. The first class is a class that contains YouTube comments that are not categorized as spam; this class is given a value of "0". The second class is a class that contains YouTube comments that are categorized as spam; this class is given a value of "1". The label data will be a dataset with targets and labels [9], [10].
Table 1. Data source from YouTube channel

<table>
<thead>
<tr>
<th>YouTube Channel</th>
<th>Video Title</th>
</tr>
</thead>
<tbody>
<tr>
<td>KOMPAS TV</td>
<td>Virus Corona Varian Omicron</td>
</tr>
<tr>
<td></td>
<td>Terdeteksi di Indonesia, Perhatikan Gejalanya</td>
</tr>
<tr>
<td>CNN Indonesia</td>
<td>Omicron Menyebar di Jawa Timur,</td>
</tr>
<tr>
<td></td>
<td>Pemerintah Siapkan Skenario Terburuk</td>
</tr>
<tr>
<td>KOMPAS TV</td>
<td>Omicron Masuk Indonesia, Jokowi:</td>
</tr>
<tr>
<td></td>
<td>Jangan Panik, Taat Prokes, Dapatkan Vaksinasi Covid-19</td>
</tr>
</tbody>
</table>

2.3 Prepossessing

1. Data Cleaning

The initial stage in the preprocessing is to do data cleaning. Data cleaning improves datasets by replacing, deleting, or modifying irrelevant or valid data [11]. Benefits of data cleansing: (1) eliminate inconsistencies that appear on datasets; (2) facilitate the processing of data as needed; (3) help map different data functions. The data cleaning carried out on the research dataset includes checking the dataset, deleting null values, and removing brake lines.

2. Case Folding

Case-folding is the stage of changing all uppercase letters from ‘a’ to the letter ‘z’ to lowercase. Deletion of characters other than letters is also carried out at this stage. Some of the ways that case folding is done in this study: (1) changing the text to lowercase; (2) removing numbers; (3) removing punctuation; (4) removing whitespace or blank characters.

3. Stopword Removal

Stopword removal is the stage of removing words that often appear and are quite common but do not significantly affect the meaning of a sentence or text [12]. Examples of stopwords in Indonesian are “yang”, “dan”, “di”, and “dari”.

4. Tokenization

Tokenization is breaking or dividing a sentence into a word or token [13]. Tokenization separates text consisting of Words, numbers, symbols, punctuation marks, and other important entities that can be considered tokens. In addition, words, numbers, symbols, punctuation marks, and other important entities can be considered tokens. e.g., "I am a student." Each unit that is contested is usually referred to as a token, into one unit. "I", "am", "a", "student". These units are commonly referred to as tokens.

5. Lemmatization

Lemmatization is identifying and removing affixes or prefixes and suffixes in a word. Lemma is the basic form of a word with a primary meaning [14], e.g., the word from "swim", "swimming", "swims", "swam", is all forms of "swim". Well, so the lemma of all those words is "swim".

2.4 Feature Extraction

Feature extraction is the stage to get the characteristics of an object to get an overview of the characteristics of the object. The Bag of Word algorithm [15] was used in this study. Bag of Words is a model that can reflect objects globally. A document or text sentence is a bag (multiset) of words regardless of word order and grammar to maintain word diversity [16]. Bag of Words simplifies text data into vectors for computers to understand by calculating the frequency with which words appear.

2.5 Data Split

Furthermore, the dataset is divided into two parts randomly: training and test data with a ratio of 80:20. Training data is data used to train and create models. At the same time, the test data is the data used to test the model that has been built using the data train [17].

Split is one of the methods that can be used to evaluate the performance of a model. This model evaluation divides the dataset into two parts: the part used for training data and testing data with a certain proportion. Train data is used to fit the model. Test data is used to evaluate the results of the fit.
model. An illustration of the split data can be seen in Figure 2. In addition, trains and tests can be used for classification problems [18], [19].

![Figure 2. Illustration of data split](image)

### 2.6 Classification

After passing the preprocessing stage, the next stage is to create a model using two different algorithms. The two algorithms are the SVM (Support Vector Machine) algorithm and the KNN algorithm.

The Support Vector Machine algorithm aims to identify the hyperplane with the most significant margin. The hyperplane is defined as the separator between two classes. In contrast, the margin is defined as the distance between the hyperplane to the nearest data from each class [20]–[22].

![Figure 3. Principle of SVM](image)

It can be seen in Figure 3 that there are two hyperplane lines, namely A and B. It can be concluded that the best hyperplane is hyperplane A. The hyperplane is in the middle between the two classes. The distance between the hyperplane and the data objects is different from the adjacent (outermost) class marked empty and positive round. In SVM, the outer data object closest to the hyperplane is called the support vector. Objects called support vectors are most difficult to classify because of the almost overlapping positions with other classes. Given its critical nature, only this support vector is considered to find the most optimal hyperplane by SVM. Determining the farthest distance is repeated until it finds the best hyperplane [23]. So, optimization is needed on the SVM to find the maximum length of the hyperplane [9], [24], [25]. On the other hand, the SVM algorithm is reliable for conducting classification analysis [26].

In the KNN algorithm, the working principle of KNN is to measure the distance between the data we want to classify and the existing dataset. The KNN takes several k data nearby (its neighbors) to determine the new data class. This algorithm classifies data based on similarity or proximity to other data [27].

In general, how the KNN works [7], [28]:
1. Determine the number of neighbors (k) for class determination considerations.
2. Calculate the distance from the new data to each data point in the dataset.
3. Take several K data with the closest distance and determine the new data class.

![Figure 4. Principle of K-Nearest Neighbor](image)

Calculating the distance between two points in the KNN algorithm uses the Euclidean...
Distance method, which can be used in 1-dimensional space, 2-dimensional space, or multi-dimensional space. 1-dimensional space means distance calculation using only one independent variable. 2-dimensional space means there are two free variables, and multi-dimensional space means more than two variables.

In Figure 4, some data is divided into two classes: blue and yellow. If we want to classify new data, it is shown in black in Figure 4, the value of \( k \)=3. After calculating the distance between the new data and the nearest surrounding data, the three closest data consist of blue and yellow data. Yellow data is more dominant because of the three closest data, so the new data is classified as yellow data.

2.7 Evaluation

After passing through several stages, the last stage is model evaluation. Evaluation model using a confusion matrix. The evaluation aims to find out how well the performance of the model that has been built is. The Confusion Matrix represents the predictions and actual conditions of the data generated by the algorithm. Confusion Matrix can specify Accuracy, Precision, and Recall [29].

<table>
<thead>
<tr>
<th>Actual Values</th>
<th>Predicted Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Positive (1)</td>
<td>TP</td>
</tr>
<tr>
<td>Negative (0)</td>
<td>FP</td>
</tr>
<tr>
<td>Positive (1)</td>
<td>FN</td>
</tr>
<tr>
<td>Negative (0)</td>
<td>TN</td>
</tr>
</tbody>
</table>

Figure 5. Confusion Matrix

Figure 5 is a form of the confusion matrix. Confusion matrix has four terms: (1) True Negative (TN), the model predicts the data is in the Negative class, and the actual data does exist in the Negative class; (2) True Positive (TP), the model predicts the data is in a Positive class, and the actual data does exist in the Positive class; (3) False Negative (FN), the model predicts the data is in the Negative class, but the actual data is in a Positive class; (4) False Positive (FP), the model predicts the data is in a Positive class, but the actual data is in the Negative class. In addition, to make it easier to understand the confusion of the matrix, that is, if it starts with TRUE, the prediction is correct. If it starts with FALSE, then Positive and Negative are the results of predictions stating that the predictions are wrong.

In conducting an evaluation of the confusion matrix [30], [31], performance measurements are divided into several evaluations:

1. Accuracy is the ratio of correct predictions (positive and negative) to the overall data. Accuracy answers the question, "What percentage of conditions are correctly predicted spam and not spam". The Accuracy value is obtained by equation 1.

\[ \text{Accuracy} = \frac{TP+TN}{TP+FP+FN+TN} \] (1)

2. Precision is the ratio of correct positive predictions compared to the overall positive predicted results. Precision answers the question, "What percentage of the correct condition is spam from all spammy-predicted comments". The Precision value is obtained by equation 2.

\[ \text{Precision} = \frac{TP}{TP + FP} \] (2)

3. Recall is the ratio of correct positive predictions compared to the overall positive correct data. Recall answers the question, "What percentage of comments are predicted to be spam compared to overall comments that are spam". The Recall value is obtained by equation 3.

\[ \text{Recall} = \frac{TP}{TP + FN} \] (3)

4. F1-Score is a weighted comparison of precision and recall averages. The value of F1-Score is obtained by equation 4.

\[ \text{F1 Score} = \frac{2 \times \text{Recall} \times \text{precision}}{\text{Recall} + \text{precision}} \] (4)

III. RESULTS AND DISCUSSION
After the datasets that have been labeled, there are 3014 data consisting of 57.9% or 1745 spam comment data and 42.1% or 1268 non-spam comment data. Details of the distribution of data can be seen in Figure 6.

A model is then made using two different algorithms from the dataset, namely SVM and KNN. Three SVM algorithms are used: Linear SVC, SVC, and Nu-SVC. At the same time, the KNN algorithm is carried out three times, with the value of \( k \) being multiples of 2, 4, and 6. Based on the results of the evaluation of the model, the results are obtained in Table 2.

![Figure 6. Distribution of data on spam and non-spam classes](image)

**Table 2. The evaluation of each model**

<table>
<thead>
<tr>
<th>Method</th>
<th>Precision</th>
<th>Recall</th>
<th>F1-Score</th>
<th>Accuracy (%)</th>
<th>Times (second)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear SVM</td>
<td>0.75</td>
<td>0.74</td>
<td>0.74</td>
<td>75.12</td>
<td>0.03</td>
</tr>
<tr>
<td>SVM</td>
<td>0.76</td>
<td>0.74</td>
<td>0.75</td>
<td>76.11</td>
<td>0.76</td>
</tr>
<tr>
<td>Nu-SVM</td>
<td>0.77</td>
<td>0.75</td>
<td>0.76</td>
<td>77.11</td>
<td>0.84</td>
</tr>
<tr>
<td>KNN ((k=2))</td>
<td>0.67</td>
<td>0.61</td>
<td>0.60</td>
<td>65.67</td>
<td>0.0019</td>
</tr>
<tr>
<td>KNN ((k=4))</td>
<td>0.69</td>
<td>0.59</td>
<td>0.56</td>
<td>64.51</td>
<td>0.0031</td>
</tr>
<tr>
<td>KNN ((k=6))</td>
<td>0.68</td>
<td>0.56</td>
<td>0.50</td>
<td>62.35</td>
<td>0.0011</td>
</tr>
</tbody>
</table>
In Table 2, it can be seen that the three SVM algorithms excel in precision, recall, and F1-Scores. The values of the three variables tend to be stable, with a range of values between 0.74 to 0.76. In contrast, the KNN algorithm has a lower value with an unstable value range between 0.50 to 0.69.

Figure 7 shows that the Nu-Support Vector Classifier method has the highest accuracy of 77.11%. At the same time, the KNN algorithm generates the lowest accuracy with a value of \( k=6 \). The results in Figure 7 show that the three SVM algorithms are superior in accuracy compared to the KNN algorithm with a considerable distance.

In addition, Figure 8 shows that the KNN algorithm with a value of \( k=6 \) has the fastest time of 0.0011 seconds. At the same time, the delay time is obtained from the Nu-SVC algorithm with a time of 0.84 seconds. The KNN algorithm is much faster than the SVM algorithm in this test but has lower accuracy. The SVM algorithm has a slower time than KNN but has better accuracy results.
IV. CONCLUSION

The two algorithms used in this study are quite different. The SVC and Nu-SVC algorithms can produce a reasonably high accuracy value but are relatively slow. In contrast to the KNN algorithm, which can work much faster than the SVC and Nu-SVC algorithms. However, it has a much lower accuracy value. The accuracy of the KNN algorithm continues to decrease as the value of $k$ is determined. The Linear SVC algorithm has an accuracy value different from the SVC and Nu-SVC algorithms. However, it has a much faster time than the other two SVM algorithms. However, it is not as fast as the KNN algorithm.
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