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ABSTRACT
Timely graduation is an important indicator of academic performance in
Article: higher education. However, many students still fail to graduate on time,
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Revised: March 17, 2025 making. This study aims to analyze the impact of class imbalance on
Issued: October 30, 2025 machine learning algorithm performance in predicting student graduation
© Efendi & Defit, (2025). at the Islamic University of Riau. Data were obtained through

questionnaires and labeled into “graduated on time” and “not on time”
classes, which were initially imbalanced. The Synthetic Minority Over-
Sampling Technique (SMOTE) was applied during preprocessing to
This i . balance the dataset. Four machine learning algorithms were compared:
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under the CC BY-SA license Decision Tree,. Gaussian Naive Bayes, K-Nearest Nelghbors, and Support
Vector Machine. The evaluation was conducted with and without
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akmarefendi@eng.uir.ac.id matrix. Results showed significant performance improvements after
applying SMOTE, with all models achieving around 99% accuracy. SVM
achieved the most stable results across both conditions. The study
highlights the effectiveness of SMOTE in improving classification
fairness and reliability, especially in datasets with class imbalance. This
work may assist universities in early intervention for students at risk of
late graduation.
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1. INTRODUCTION

Graduation timeliness remains a critical
benchmark in evaluating the effectiveness of
higher education institutions [1]. Universities
are expected to ensure that most students
complete their studies within the designated
period [2]. Delays in graduation can hinder
institutional accreditation processes, disrupt
academic planning, and reduce the timely
availability of graduates to meet labor market
demands [3]. Consequently, early detection of
potential graduation delays is essential for
implementing proactive interventions.

Recent technological advancements have
enabled the integration of machine learning
methods into education, including the
prediction of student graduation outcomes [4].
Algorithms such as Decision Tree, Naive
Bayes, K-Nearest Neighbors (K-NN), and
Support Vector Machine (SVM) have been
widely adopted due to their capacity to identify
patterns in historical student data [5], [6], [7],
[8]. However, many educational datasets suffer
from class imbalance—where the number of on-
time graduates significantly outweighs those
with delayed graduation [9]. This imbalance
skews the performance of classifiers, often
resulting in biased predictions toward the
majority class and overlooking those at risk of
not graduating on time [10].

Several  previous studies have
implemented machine learning to predict
graduation outcomes. For instance, study [11]
utilized Decision Tree and Naive Bayes based
on academic performance but did not consider
the class distribution. Study [12] xplored
various algorithms, including DT, SVM,
Random Forest, ANN, KNN, and Logistic
Regression, yet performance for the minority
class was suboptimal. Study [13] also reported
misclassification of minority class despite using
Random Forest. Meanwhile, study [14] showed
that applying SMOTE improved classification
accuracy by addressing data imbalance
effectively.

Unlike earlier studies, this research
focuses on evaluating the influence of class
imbalance on the performance of several
machine learning algorithms using a dataset
specific to the Islamic University of Riau. What
sets this work apart is the emphasis on fair
classification = performance through the
application of SMOTE and the investigation of

which algorithm benefits most from such
balancing. Furthermore, this study uses a real
dataset gathered from 120 respondents (students
and alumni) through structured questionnaires,
providing  context-rich  and  authentic
information for predictive modeling.

This study also aims to go beyond simple
classification by analyzing whether particular
features—such as GPA, family support, or
study  habits—correlate ~ with  delayed
graduation. This deeper insight offers new
contributions not only in  prediction
performance but also in guiding strategic
interventions. By implementing preprocessing
stages such as handling missing values,
normalization, encoding, and SMOTE-based
balancing, the data is modeled using four
classifiers: Decision Tree, Gaussian Naive
Bayes, K-Nearest Neighbors, and Support
Vector Machine. Each algorithm is selected for
its unique strength: interpretability [15],
simplicity [16], instance-based learning [17],
and robustness in high-dimensional spaces [18],
respectively.

The outcome of this study is expected to
inform the development of equitable and
reliable graduation prediction tools that can
assist universities in early intervention for
students at risk of not graduating on time,
ultimately supporting institutional efforts to
enhance student success rates.

Previous studies have shown various
approaches to predicting students’ on-time
graduation. Some studies utilized the Support
Vector Machine (SVM) algorithm, achieving an
accuracy of around 71.20%, but faced
challenges with imbalanced data, particularly in
predicting students who did not graduate on
time. Meanwhile, other studies used Random
Forest and Neural Networks on large datasets
(132,734 students), achieving 76% accuracy
and 79% AUC, with GPA identified as the most
influential factor [19]. Research on student
loyalty using Random Forest also showed
strong results (90.9% accuracy) based on
questionnaire data related to campus service
quality perception [20].

Other approaches, such as Decision Tree
and Naive Bayes, also delivered competitive
results. A study using Decision Tree to predict
graduation at Dian Nuswantoro University
achieved high accuracy, reaching 91% [21].
Naive Bayes, using 14 academic and
demographic variables, recorded 85% accuracy
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with a high fl-score for on-time graduation
predictions but lower performance in
identifying delays [22]. Several studies
combined AdaBoost with Decision Tree,
achieving fl-scores up to 0.82 [4]. Even in
imbalanced data scenarios, Decision Tree
enhanced with SMOTE demonstrated excellent
performance  (96.67%  accuracy)  [23].
Additionally, research using an educational data
mining approach with Decision Tree for core
computing courses achieved 88.9% accuracy.
Historical student data across multiple cohorts
have also been successfully analyzed using
various classification algorithms [24].

Overall, these findings indicate that
predictive models based on classical machine
learning algorithms such as Decision Tree,
Naive Bayes, K-Nearest Neighbors, and
Support Vector Machine can play an important
role in improving academic management and
supporting early intervention for at-risk
students, although improvements are still
needed, particularly in handling imbalanced
datasets involving delayed graduation cases.

This study aims to predict students’ on-
time graduation using a machine learning
approach. Data were collected through
questionnaires distributed to students and
alumni of the Islamic University of Riau. After
the labeling process, data were preprocessed
through stages that included handling missing
values, normalization, and label encoding. To
address class imbalance between students who
graduated on time and those who did not, the
SMOTE (Synthetic Minority Over-sampling
Technique) method was applied.

The model was then built using several
classical machine learning algorithms, namely
Decision Tree, Gaussian Naive Bayes, K-
Nearest Neighbors, and Support Vector
Machine (SVM). Each model was evaluated in
classifying students into two categories:
Graduated on Time and Did Not Graduate On
Time. The classification results are expected to
support academic policy-making and provide
early intervention for students at risk of delayed
graduation.

2. METHODS
This study follows a series of systematic
stages to investigate how class imbalance

affects the performance of machine learning
algorithms in predicting student graduation
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outcomes. The methodological flow is
presented in Figure 1.
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Figure 1. Research flow diagram

The research process consists of the
following stages:

2.1. Dataset

The dataset used in this research was
obtained from questionnaires distributed to
students and alumni of the Islamic University of
Riau. The questionnaire included parameters
such as GPA, number of credits taken per
semester, semester of enrollment,
organizational involvement, scholarship status,
financial condition, and motivation to study.
These variables are commonly associated with
student academic progression and timely
graduation.

The initial dataset consisted of 275
records, which were categorized into two
classes: “Graduated On Time” (68 records) and
“Not Graduated On Time” (207 records),
showing a class imbalance ratio of
approximately 1:3. This imbalance potentially
biases models towards the majority class. The
distribution is illustrated in Figure 2.

Distribution of Graduation Labels (Before Balancing)

Not On-Time Graduation

On-Time Graduation

0 50 100 150 200 250
Count

Graduation Label

Figure 2. Dataset before balancing

Efendi & Defit, Addressing Class Imbalance in Machine Learning...


https://doi.org/10.15408/jti.v18i2.45913

Jurnal Teknik Informatika Vol. 18 No. 2, October 2025 (226-235)
ISSN: p-ISSN 1979-9160 (Print)| e-ISSN 2549-7901 (Online)

DOI: https://doi.org/10.15408/jti.vi8i2.45913

2.2.  Preprocessing

The preprocessing stage aimed to
transform raw questionnaire responses into a
structured format suitable for machine learning
modeling. The steps included:

a. Handling Missing Values: Missing data
were handled using mean imputation for
numerical features and mode imputation
for categorical features [25].

b. Encoding: Categorical attributes such as
gender, financial aid, and organizational
activity were encoded using label
encoding [26].

C. [27].

d. Balancing Data: The Synthetic Minority
Over-sampling Technique (SMOTE) was
applied to generate synthetic samples in
the minority class, resulting in a balanced
dataset of 414 records (207 per class)
[28]. This balanced distribution is shown
in Figure 3.

Distribution of Graduation Labels

On-Time Graduation

Graduation Label

Not On-Time Graduation

0 50 100 150 200 250
Count

Figure 3. Dataset after balancing

2.3. Modeling

The  classification  models  were
developed using four machine learning
algorithms selected for their interpretability,
classification characteristics, and common use
in educational data mining:

a. Decision Tree (DT): A rule-based learner
that splits the dataset based on
information gain or Gini index. Suitable
for mixed data types and interpretable
models [23].

b. Gaussian Naive Bayes (GNB): A
probabilistic  classifier assuming a
normal distribution of features, known
for its computational efficiency [29].

c. K-Nearest Neighbors (K-NN): A non-
parametric method classifying based on
the majority vote among k nearest
neighbors. In this study, k =5 was chosen
based on empirical testing [30].

d. Support Vector Machine (SVM): Utilizes
a linear kernel to construct an optimal

hyperplane that maximizes the margin
between classes. This model was selected
for its performance in high-dimensional
datasets [31].

Each model was implemented using the
Scikit-learn library in Python. The dataset was
split using an 80:20 train-test split, stratified to
maintain the proportion of each class in both
sets.

2.4. d. Evaluation Model

Each model was evaluated using a test
dataset that had been separated from the training
set to objectively measure performance on
unseen data. Evaluation was performed using
five key metrics: accuracy, precision, recall, F1-
score, and the confusion matrix [32], [33].

a. Accuracy measures the proportion of
correct predictions out of all predictions.
However, since the dataset initially
suffered from class imbalance, accuracy
alone is not a reliable metric especially
for minority class performance.

b. Precision indicates the proportion of
correct positive predictions (i.e., how
many predicted “on-time graduates”
were actually on time).

c. Recall reflects the model's ability to
capture all true instances of the positive
class.

d. Fl-score is the harmonic mean of
precision and recall and is crucial when
dealing with imbalanced datasets
because it balances both metrics.

The confusion matrix was also used as a
visual tool to show the number of correct and
incorrect predictions per class, helping identify
whether the model was biased toward the
majority class. Evaluation was conducted in two
scenarios:

a. Using the original (imbalanced) dataset
b. Using the balanced dataset processed
with SMOTE

This dual-scenario evaluation served as
the basis for analyzing the impact of class
imbalance on the effectiveness of each machine
learning algorithm. It also helped to assess how
class distribution influenced the model’s ability
to produce accurate and fair classifications in
the context of predicting student graduation
outcomes.

229

Efendi & Defit, Addressing Class Imbalance in Machine Learning...


https://doi.org/10.15408/jti.v18i2.45913

Jurnal Teknik Informatika Vol. 18 No. 2, October 2025 (226-235)
ISSN: p-ISSN 1979-9160 (Print)| e-ISSN 2549-7901 (Online)

DOI: https://doi.org/10.15408/jti.vi8i2.45913

2.5. Result Analysis

The  analysis  compared  model
performance under both dataset conditions
(imbalanced vs balanced). The focus was on
how accuracy and other metrics changed with
the application of SMOTE and how each
algorithm performed in identifying minority
class samples. The most robust model was
determined based not only on overall accuracy
but also on balanced performance across all
metrics, particularly F1-score for the minority
class. This approach highlights how machine
learning models can be adjusted for fairer and
more reliable predictions in educational
settings, with practical implications for early
intervention programs targeting students at risk
of delayed graduation.

3. RESULTS AND DISCUSSION

The initial stage of this study was testing
the dataset before applying any balancing
techniques, as shown in Table 1.

Table 1. Testing without SMOTE

Algorithm  Acc Precision  Recall F1-Score
DT 89.87 85.67 87.34 88.70
GNB 80.82 76.89 60.45 75.43
KNN 85.46 80.54 76.46 77.67
SVM 92.43 80.23 88.67 91.99

The results from testing without using
balancing techniques such as SMOTE indicate
that although accuracy values appear high, not
all algorithms provide balanced performance.
The Support Vector Machine (SVM) algorithm
recorded the highest accuracy at 92.43%, with a
recall of 88.67% and an F1-score of 91.99%,
indicating relatively stable performance even
under imbalanced conditions. Meanwhile, the
Decision Tree (DT) algorithm also performed
well with an accuracy of 89.87% and an F1-
score of 88.70%, showing a decent balance
between precision and recall. In contrast,
Gaussian Naive Bayes (GNB), despite
achieving 80.82% accuracy, had the lowest
recall at 60.45%, suggesting that the model
failed to capture most data in the minority class.
As a result, its F1-score reached only 75.43%,
far below those of SVM and DT. The K-Nearest
Neighbors (KNN) algorithm achieved an
accuracy of 85.46% and an F1-score of 77.67%,
indicating moderate but more stable
performance compared to GNB.
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Overall, these findings confirm that
accuracy alone is not a sufficient metric for
evaluating model performance in imbalanced
datasets. Greater attention should be paid to
recall and Fl-score, which better represent a
model’s success in detecting the minority class.
This underscores the need for data balancing
methods such as SMOTE during the
preprocessing stage to achieve more fair and
accurate classifications across all classes.

The next phase of testing involved the
use of SMOTE. Figure 4 presents the
classification report for the SVM algorithm
after applying SMOTE.

precision recall fl-score support

On-Time Graduation 9.99 1.80 0.99 8@
Not On-Time Graduation 1.08 0.99 8.99 8@

accuracy 8.99 160
macro avg 0.99 0.99 8.99 160
weighted avg 0.99 0.99 0.99 160

Accuracy : 0.99375

Figure 4. Classification report of SVM after SMOTE

As shown in Figure 4, the classification
report for SVM after being applied to a balanced
dataset =~ demonstrates  excellent  model
performance in classifying both classes. The
metrics—precision, recall, and F1-score—are
nearly perfect for both classes. For the “On-
Time Graduation” class, the model achieved a
precision of 0.99, recall of 1.00, and F1-score of
0.99. For the “Not On-Time Graduation” class,
all metrics were similarly high. The overall
model accuracy reached 99.375%, with both
macro and weighted averages also reflecting
excellent performance. These results clearly
show that applying SMOTE was highly
effective in improving model performance,
particularly in recognizing the previously
underrepresented minority class.

Confusion Matrix
- 80

0 1

Figure 5. Confusion matrix of SVM
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Figure 5 also includes the confusion
matrix for the SVM model on the balanced
dataset. It visually confirms the classification
performance: 80 instances were correctly
classified as “On-Time Graduation,” and 79
were correctly classified as “Not On-Time
Graduation.”  There @ was only one
misclassification—an instance of “Not On-
Time Graduation” being predicted as “On-Time
Graduation.” The absence of false positives for
the majority class and the presence of only a
single false negative demonstrate the model’s
strong precision and sensitivity after balancing.
This reinforces the classification report results,
emphasizing that SMOTE significantly
enhanced the model’s overall faimess and
precision in detecting both classes.

Subsequent tests were conducted on the
other algorithms using SMOTE, and the results
are shown in Table 2.

Table 2. Testing With SMOTE

Algorithm  Acc Precision  Recall F1-Score
DT + 99.37 99.37 99.37 99.37
SMOTE
GNB + 98.75 98.75 98.75 98.75
SMOTE
KNN + 98.75 98.75 98.75 98.75
SMOTE

Table 2 shows that after applying
SMOTE, the performance of all machine
learning algorithm Decision Tree (DT),
Gaussian Naive Bayes (GNB), and K-Nearest
Neighbors (KNN) significantly improved. Each
algorithm  achieved exceptionally  high
accuracy, precision, recall, and F1-score values.
DT with SMOTE recorded 99.37% across all
evaluation metrics, while both GNB and KNN
achieved 98.75%.

These results further support the
conclusion that SMOTE is effective in
balancing class distribution, allowing the
models to recognize patterns from both classes
more fairly. The noticeable improvement in
recall indicates that the models became more
capable of identifying the minority class, which
was previously underrepresented in the
imbalanced dataset.

Compared to the SVM model, as
presented in Figures 2 and 3, SVM with
SMOTE also achieved highly competitive
results, reaching 99.375% accuracy and nearly
perfect precision, recall, and Fl-score. The
confusion matrix showed only one misclassified

instance out of 160 test samples, indicating a
very low error rate.

Thus, when compared with other tested
algorithms, SVM remained the most stable and
consistently high-performing model both before
and after data balancing. This shows that SVM
is not only effective in addressing classification
tasks on high-dimensional datasets but is also
highly responsive to improvements in data
distribution through SMOTE. Therefore, in the
context of this research, SVM can be considered
the most robust and reliable algorithm for
classifying on-time student graduation,
especially when supported by proper
preprocessing strategies.

The final step of analysis was comparing
the current study’s results with prior studies
related to timely student graduation prediction.

Table 3. Comparison with previous studies

Researcher  Algorithm Dataset Accuracy
[19] SVM Student 71%
Graduation
[34] SVM Student 96%
Graduation
[35] C4.5 Student 90%
Graduation
[36] SVM + Student 79%
PSO Graduation
[37] C4.5 Student 94%
Graduation
[38] Random Student 91%
Forest + Graduation
Binning +
SMOTE
[39] Naive Student 85%
Bayes Graduation
This Study SVM + Student 99%
SMOTE Graduation
This Study GNB + Student 99%
SMOTE Graduation
This Study KNN + Student 99%
SMOTE Graduation
This Study DT + Student 99%
SMOTE Graduation

Based on the comparison presented in
Table 3, this study shows a significant
improvement over previous research in
predicting on-time student graduation. A
variety of algorithms were used in prior studies,
including Support Vector Machine (SVM),
C4.5, Naive Bayes, and Random Forest, with
varying accuracy levels. For instance, studies
[29] and [32] using SVM reported 71% and
79% accuracy respectively, even when [32]
used SVM combined with Particle Swarm
Optimization (PSO). Study [30], which also
used SVM, achieved a high accuracy of 96%,
while C4.5 in studies [31] and [33] produced
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accuracies of 90% and 94%, respectively. Study
[34], which employed Random Forest
combined with Binning and SMOTE, reached
91%, and study [35] using Naive Bayes
achieved 85%.

In contrast, the current study reached
99% accuracy across all four models used:
SVM + SMOTE, GNB + SMOTE, KNN +
SMOTE, and DT + SMOTE. This demonstrates
that consistently applying data balancing
techniques such as SMOTE can significantly
enhance the performance of machine learning
algorithms when dealing with class imbalance
in graduation datasets. Furthermore, SMOTE
not only improved SVM performance but also
significantly boosted other algorithms such as
Naive Bayes and Decision Tree, which had
shown lower performance in earlier studies.
These findings reinforce this study’s
contribution in  showing that proper
preprocessing strategies play a crucial role in
producing accurate and reliable classification
models—particularly in higher education
contexts.

CONCLUSION

This study demonstrates that class
imbalance in student graduation data has a
significant impact on the performance of
machine learning classification algorithms.
Without the application of balancing techniques
such as SMOTE, the algorithms tend to be
biased toward the majority class and fail to
detect students at risk of not graduating on time.
By applying SMOTE, all evaluated algorithms
Decision Tree, Gaussian Naive Bayes, K-
Nearest Neighbors, and Support Vector
Machine showed a substantial improvement in
performance, achieving accuracy levels of
around 99%. Among the four models, SVM
exhibited the most stable performance both
before and after data balancing. These results
confirm that appropriate  preprocessing
strategies, particularly in addressing data
imbalance, play a crucial role in developing
accurate, fair, and reliable graduation prediction
systems. The findings of this study can serve as
a basis for academic policy-making aimed at
improving on-time graduation rates in higher
education institutions. For future research, it is
recommended to explore hyperparameter
tuning to further optimize model performance,
and to apply ensemble methods such as
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bagging, boosting, or stacking in order to
enhance robustness and generalization of the
classification results across different datasets.
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