
Jurnal Teknik Informatika Vol. 16 No. 2, October 2023 (185-193)  
ISSN: p-ISSN 1979-9160 (Print)| e-ISSN 2549-7901 (Online)   
DOI: https://doi.org/10.15408/jti.v16i2.34084   

                  

185 
Lazuardi, et al: Hoax News Detection Using… 

 

 
 

 

 
 

Hoax News Detection Using Passive Aggressive Classifier  

And TfidfVectorizer 
 

Maulana Fajar Lazuardi1, Renaldy Hiunarto2, 

Kareena Futri Ramadhani3, Noviandi*4, Riya Widayanti5, Muhamad Hadi Arfian6 

 
1,2,3,4,6Informatics Engineering, Faculty of Computer Science, Esa Unggul University 

5Information System, Faculty of Computer Science, Esa Unggul University 

 
1.2,3,4,5,6Arjuna Utara, Duri Kepa, Kebon Jeruk, Jakarta Barat, 11510. 

 
 

 

 
 

Article: 

Accepted: July 23, 2023 

Revised: June 02, 2023 

Issued: October 28, 2023 

 

© 2023 The Author(s). 

 
This is an open-access article 

under the CC BY-SA license 

 

*Correspondence Address: 

noviandi@esaunggul.ac.id 

ABSTRACT  
 

The abstract is a synopsis of the work containing the problems 
studied, the purpose of research, information and methods used 
to solve problems, and conclusions. Articles must be submitted in 
print-ready format and are limited to a minimum of ten (10) pages 
and a maximum of twelve (12) pages. Abstract is a synopsis of the 
work that contains the issues studied, the research purpose, the 
information and methods used to solve the problem, and the 
research conclusion. Abstracts are limited to 200 words and should 
not contain references, mathematic equations, figures, and tables. 
The font size for abstracts, keywords, and body of article is 11pt. 
Keywords are no more than six (6) words, but the minimum is three 
(3) words. 
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ABSTRACT  

 

Indonesia has one of the highest numbers of social media users. 

Million social media users in Indonesia is expected to reach 167 

million by January 2023. These users are spread across various social 

media platforms including Twitter, with 24 million users. The high 

number of social media users on Twitter has made the information 

validation process even more neglected. Moreover, the trend in news 

interest read by social media users was adjusted only to their 

individual tastes. This phenomenon is evidenced by the large amount 

of fake news (hoaxes) circulating in society, which are spread through 

social media. Therefore, an accurate machine learning model is 

required to classify "real" and "hoax" news. This study uses the 

TfidfVectorizer algorithm and Passive Aggressive Classifier for 

datasets shared through the Kaggle site. The contents of the dataset 

were sourced via social media Twitter over a span of five years, 

namely 2015-2020. At the preprocessing stage, to create the 

Confusion Matrix, the machine learning model shows that it can work 

well as expected, namely obtaining Accuracy, Precision, and Recall 

scores of 82.44%, 80.66%, and 82.44%, respectively. In addition, the 

results of the confusion matrix show that in the dataset used, there is 

more "real" news than "hoaxes,” that is, the model is able to predict 

1059 real news and 211 hoax news, with actual conditions 1106 real 

news and 164 hoax news. 

 

Keywords: machine learning, hoax news, social media, 

classification, tfidfvectorizer, passive aggressive classifier  
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1. INTRODUCTION 

 

 In the contemporary era of information 

dissemination, the emergence of digital 

platforms and social networks has facilitated the 

rapid spread of news, giving rise to deep 

concerns – the dissemination of false 

information and fake news. The ability to 

discern between authentic news and fabricated 

content has become crucial to maintain the 

integrity of information sources and ensure an 

informed society, especially amidst the 

popularity of social media as a primary source 

of information for many individuals. 

Social media is a popular communication 

medium today. This is inseparable from the 

convenience provided by social media to 

disseminate information. The ease of 

interacting with other people is an attraction for 

users [1]. Users need only create an account to 

start using these facilities. It is no wonder that 

many Indonesians actively use social media. 

       Indonesia has one of the largest 

populations of social media users worldwide, 

with 167 million users staggering as of January 

2023. These users flock to a variety of social 

media platforms, including Twitter, which 

boasts of 24 million users in the country [2]. 

       The high number of social media users on 

Twitter makes the information validation 

process even more neglected. Moreover, the 

trend of interest in news read by social media 

users is only adjusted to the tastes of each 

individual, making the truth of the information 

consumed by the public even more misleading. 

This phenomenon is demonstrated by the 

circulation of fake news (hoaxes) in society, 

which spreads through social media [3].  

Between January and March, 2023, the Ministry 

of Communication and Informatics identified 

425 instances of fake news. It shows an increase 

from the previous year during the same period, 

which saw 393 instances of fake news [4]. This 

rise in fake news could potentially result in 

misinformation spreading throughout society. 

       Fake news contains misleading news and 

is generally spread through social and other 

online media. Done to advance or impose 

certain ideas with their aims and objectives. In 

the Big Indonesian Dictionary (KBBI), the word 

hoax is defined as false or lying [5]. This type 

of news may contain inaccurate or exaggerated 

claims, and has the potential to go viral through 

algorithms, potentially trapping unsuspecting 

users. For example, medical research in Taiwan 

showed that the spread of hoaxes about the 

COVID-19 vaccine resulted in fewer vaccine 

doses absorbed by society because those who 

are exposed to hoaxes become hesitant and even 

anti-vaccine [6]. 

       Numerous algorithms have been used to 

detect fake news through classification, 

including the Support Vector Machine (SVM) 

[7], K-Nearest Neighbor (KNN) [8], Naive 

Bayes [9], and Random Forest [10]. 

 The classification methods commonly 

used in previous studies for hoax news include 

Naive Bayes and SVM. Naive Bayes is a 

classification method based on probability and 

Bayesian Theorem [11]. Each method has its 

own strengths and weaknesses. Naive Bayes has 

the advantage of being implementable on large 

datasets and capable of handling missing values 

[12]. However, Naive Bayes assumes that 

features are independent or not related to each 

other [13]. In its use, these features may be 

interconnected, making them unable to be 

encoded in Naive Bayes. On the other hand, 

SVM has the drawback of being challenging to 

use for large-sized data and is specifically 

designed for binary classification [14]. 

       Several studies have been conducted on 

fake news classification using different 

algorithms. Yonathan et al. used the SVM 

algorithm and achieved an accuracy rate of 

78.02% [15]. Dhaneswara et al. conducted a 

study using the KNN algorithm and achieved an 

accuracy rate of 72.5% [16]. Soleman used the 

Naïve Bayes algorithm and achieved an 

accuracy of 72% [17]. Khalil et al. conducted 

research using the Random Forest algorithm 

with Particle Swarm Optimization (PSO) and 

found that it has an accuracy rate of 73% [18]. 

       This study uses a combination of a 

Passive Aggressive Classifier and 

TfidfVectorizer. The TfidfVectorizer algorithm 

calculates the product of Term Frequency and 

Inverse Document Frequency. Term frequency 

measures the number of times a term appears in 

a document, whereas Inverse Document 

Frequency reduces the weight of terms that 

frequently appear across various documents, 

considering the frequency of documents 

containing the word [19]. In contrast, the 

Passive Aggressive Algorithm is an online 

learning algorithm that remains passive when 

classification results are accurate. However, 

when an error occurred, the model weights were 

updated more aggressively to rectify the fault. 

This enables the model to adapt quickly to 
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changes in data that are presented sequentially 

[20]. 

       The aim of this research is to distinguish 

between "Real" and "Fake" news that has been 

posted on Twitter over a span of 5 years (2015-

2020). The researcher took the dataset from 

Kaggle.com and used the TfidfVectorizer and 

Passive Aggressive Classifiers. Researchers 

have also used the Python programming 

language and Jupyter Notebook as IDEs for data 

analysis and building machine-learning models. 

 The significance of this research not only 

in its potential to contribute to the development 

of advanced tools for fake news detection but 

also in addressing the social impact of 

misinformation or hoax exacerbated by the 

existence of social media. As the digital 

landscape continues to evolve and the role of 

social media becomes increasingly dominant, 

staying ahead in identifying and combating fake 

news on these platforms is crucial to maintain 

the integrity of information sources and foster a 

well-informed society in this digital era. This 

study aims also to make a meaningful 

contribution to ongoing efforts aimed at 

strengthening the foundations of reliable and 

trustworthy information dissemination in a 

digital era dominated by social media. 

 

2. METHODS 

 The method used in this study is 

quantitative because researchers are trying to 

measure, analyze, and interpret data that are 

measurable and can be calculated. This method 

relies on statistical models and machine-

learning algorithms to analyze data, identify 

patterns, and predict behavior based on the 

numerical features of the data. The steps of the 

quantitative method are illustrated in Figure. 1. 

 
 

Figure 1.Research framework 

 

 

 

2.1. Dataset 

 The dataset named "Indonesia False 

News (Hoax)" was acquired from Kaggle and 

consists of various columns, including ID, 

label, date, news title, news narrative, and 

image file name. Figure 2 displays the dataset 

used, which comprises 4231 rows with different 

headlines. 

 
Figure 2.Dataset 

 

 The next step was to split the dataset into 

two parts, 70% for training and 30% for testing. 

This division aids in creating a model that can 

be applied to new data more effectively and 

with a greater accuracy. 

 

2.2. Preprocessing 

 During the preprocessing stage, various 

methods are used, including data cleaning, 

normalization, and encoding. 

a. Data Cleaning 

At this stage, the dataset is cleaned 

using null data and unused columns. This 

is important because data with null or 

missing values can interfere with the 

consistency of the analysis and produce 

inconsistent results. When there are null 

values in a dataset, analytical methods 

such as statistical calculations, 

visualization, or machine learning models 

can produce invalid or ambiguous results. 

The dataset being used has one column 

that is not utilized during the 

preprocessing stage, which is the "image 

file name" column. Unused fields can add 

unnecessary noise to a model. The quality 

of the developed model can be improved 

by focusing on the important variables and 

clean data. The removal of unused 

columns can enhance the quality of the 

model and generate more precise and 

dependable predictions. Figure 3 displays 

the outcome of the null value check and 

the removal of columns. 

 

 
Figure 3.Null values 
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b. Normalization   

To improve the analysis of the 

machine learning model, it is important to 

change the data type of the description in 

the label column from an integer 

consisting of 0 and 1 to a string data type 

with the values "Real" and "Hoax.” This 

avoids ambiguity and makes it easier to 

interpret the results later. 

 

 
Figure 4.Change the column label category 

 

c. Encoding (TfidfVectorizer) 

Once pre-processing is complete, the 

next step involves encoding or 

transforming the text into a numeric 

format. One method for achieving this is 

through the use of a TfidfVectorizer, 

which is formulated using the following 

equation: 

𝑇𝐹 −  𝐼𝐷𝐹 =  𝑇𝐹 𝑙𝑜𝑔 (
𝑛

𝐷𝐹
) 

 
This equation calculates the frequency 

of a term (word) in a document using TF, 

the number of documents containing the 

term (word) using DF, and N the total 

number of documents [17]. 

For further clarity, here is an example 

of a sentence taken from the dataset then 

converted from text to numeric using 

TfidfVectorizer and displayed with a 

Boxplot. 

 

 
Figure 5.Boxplot for tf-idf values 

 

This transformation depicts the 

process of converting the original text into 

a vector representation using the TF-IDF 

(Term Frequency-Inverse Document 

Frequency) method. TF-IDF is a technique 

used to assign weights to words in a 

document based on how often the word 

appears in the document and how common 

the word is across the entire document 

collection. 

In this example, the original text 

"Pemilu 2024 ada 3 pasangan yang 

mencalonkan diri sebagai presiden dan 

wakil presiden" is transformed into a 

vector with TF-IDF values. Each word in 

the text has a TF-IDF value reflecting the 

importance of that word in the document 

and how common or unique it is across the 

document collection. Here's an 

explanation for some elements of the 

transformation vector: 

• "presiden": A higher TF-IDF value 

(0.53) indicates that the word 

"presiden" carries more weight in the 

document, signifying its importance in 

the original text. 

• Other words such as "2024," "ada," 

"dan," "diri," "mencalonkan," 

"pasangan," "pemilu," "sebagai," 

"wakil," and "yang" have lower TF-IDF 

values (0.27), indicating their presence 

in the document but with lower 

weights. 

• TF-IDF values reflect the relationships 

between words in the document and 

help extract important or unique 

information from the original text. 

By using the TF-IDF vector 

representation, text can be transformed 

into a numeric format suitable for various 

natural language processing and machine 

learning tasks, such as text classification, 

sentiment analysis, or document 

clustering. 

 

2.3. Passive Aggressive Classifier 

 Passive-Aggressive algorithms are 

commonly used in large-scale learning and for 

classification tasks. It is one of the few effective 

and efficient online learning algorithms for 

certain applications. Passive-Aggressive 

algorithms function by acting passively to 

produce accurate classifications and 

aggressively for any errors in other machine 

learning algorithms. 
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 The algorithm is trained incrementally 

using data sets either singly, sequentially, or in 

small groups, known as mini-sets. This process 

of improvement is done incrementally as 

smaller data sets are collected. 

 Using this algorithm, models trained and 

deployed in online learning productions can 

continue to learn as new data sets are collected. 

As a result, we can conclude that algorithms like 

Passive-Aggressive Classifier are the most 

effective for systems that consume data in a 

continuous stream. 

 This is especially helpful in situations 

where there is a lot of data because due to the 

sheer volume of data, training the complete data 

set is computationally impossible. Online 

learning algorithms will simply collect the 

training dataset, update the classifier, and then 

discard it. Incremental learning performs one-

by-one checks rather than checking all the 

training samples at once. The obvious benefit is 

having a smaller memory footprint, which is a 

huge advantage[21]. 

 After transforming the text, it was 

classified in the next step. The Passive 

Aggressive Classifier algorithm was used for 

classification at this stage. This algorithm 

categorizes data samples into appropriate 

classes based on the features provided. The 

Passive Aggressive Classifier algorithm 

functions by making iterative adjustments to the 

weight vector used for the data classification. If 

the algorithm encounters a misclassified 

training-data sample, it aggressively updates its 

weight vector to correct the error. However, if a 

data sample can be classified correctly, the 

algorithm maintains its weight vector. 

 The basic formula for the Passive 

Aggressive Classifier algorithm is as follows: 

 

w_new = w_old + (loss / ||x||^2) * y * x 

 
 This equation displays the process of 

updating the weight vector (w_new) after 

analyzing the training data. The weight vector 

prior to updating is denoted as w_old. The loss 

or error that is a result of incorrect classification 

is represented by "loss." Additionally, "||x||^2" 

symbolizes the square of the Euclidean norm of 

the feature vector "x." "y" refers to the 

appropriate class label for the sample data, 

while "x" denotes the feature vector of the data 

sample. 

 This formula shows that the adjustment 

of the weight vector (w_new - w_old) depends 

on the loss, feature norm (||x||^2), correct class 

label (y), and feature vector (x). The constant 

value (loss / ||x||^2) regulates the extent to which 

the weights are updated. 

 The relationship between the 

preprocessing steps and classifier is depicted in 

the diagram below. 

 

 
Figure 6.Preprocessing and classification 

 

 This iterative process ensures adaptation 

to sequential data changes and is a crucial part 

of the overall methodology. The structured 

methodology, complemented by a visual 

overview, aimed to provide a clearer 

understanding of the relationships between the 

different steps in the study. 

 

3. RESULT AND DISCUSSION 

 

 After conducting thorough research 

using evaluation methods and a matrix, it was 

found that there were no null data during the 

preprocessing stage. The news content was 

successfully transformed into a numeric form 

using the TfidfVectorizer method. Additionally, 

there was a normalization stage where the data 

labels were categorized as "Real" or "Hoax." 

 When evaluating the performance of the 

classification model, we used three important 

metrics: Accuracy, Precision, and Recall. 

Accuracy measures the percentage of correct 

predictions made by the model compared with 

the actual data in the test dataset. Precision is 

https://doi.org/10.15408/jti.v16i2.34084
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the ratio of the correctly predicted positive 

results to the total positive predictions made by 

the system. This helps to determine the 

percentage of truly fake news among all news 

stories predicted to be fake. Recall, however, is 

the ratio of correctly predicted positive results 

to all actual positive data. It represents the 

percentage of news stories predicted to be fake 

out of all the news stories that are actually fake. 

These three values were calculated using the 

Confusion Matrix, which shows the predicted 

results of the system and the actual conditions 

(actual amount of data) from the data tested by 

the system as follows: 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦: 
𝑇𝑃 +  𝑇𝑁

𝑇𝑃 +  𝑇𝑁 +  𝐹𝑃 +  𝐹𝑁
 𝑥 100% 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛: 
𝑇𝑃

(𝑇𝑃 +  𝐹𝑃)
 

𝑅𝑒𝑐𝑎𝑙𝑙: 
𝑇𝑃

(𝑇𝑃 +  𝐹𝑁)
 

 

3.1. Score Evaluation Results 

 Score evaluation results refer to the 

assessment results or scores that result from the 

evaluation of a model or system. In the context 

of statistics or machine learning, the metrics or 

scores used to measure model performance 

usually vary depending on the specific task, 

such as classification, regression, or other tasks. 

 In other words, evaluation scores indicate 

the values that result from evaluating a model 

or system, the metrics are chosen based on the 

objectives of a particular task. The evaluation 

score helps determine how well the model can 

meet the set needs or goals[22]. 

 

Table 1.Summary of  evaluation scores 

Accuracy Precision Recall 

82.44% 80.66% 82.44% 

 

 After analyzing the scores in Table 1, it 

can be inferred that the model has fairly good 

accuracy and is consistent with relatively high 

precision and recall. The Accuracy, Precision, 

and Recall scores were 82.44 %, 80.66 %, and 

82.44 %, respectively. Nevertheless, it is 

essential to consider the specifics of the 

problem in question and take a closer look at the 

evaluation matrix, such as the confusion matrix, 

for a more comprehensive understanding of 

how the model performs in each category or 

class. 

3.2. Confusion Matrix 

 The confusion matrix table is used to 

measure the performance of a classification 

model because it consists of many rows of test 

data that are predicted correctly and incorrectly 

by the classification model. Confusion matrix 

are a useful tool to analyze how well a 

clustering and classifier can recognize tuples 

from different classes [23].  

 In the development of machine learning 

models, modeling requires effective 

performance measurements to evaluate the 

suitability and level of accuracy of the model in 

detecting objects or data in real-time. One 

method for testing the accuracy and precision of 

modeling in machine learning is the confusion 

matrix. The confusion matrix is a table that 

describes four combinations of predicted values 

and actual values: 

• True Positive (TP) has a positive predictive 

value for positive actual conditions. 

• False Positive (FP) has a positive predictive 

value for negative actual conditions. 

• True Negative (TN) has a negative 

predictive value with actual negative 

conditions. 

• False negatives (FN) have a negative 

predictive value with positive actual 

conditions.  

 
Figure 7.Confusion matrix 

 

 Recall is used to measure the fraction of 

positive patterns that will be correctly 

classified. Meanwhile, the precision function is 

the recall of all predicted patterns in the positive 

class, F-Measure is a measure of the balanced 

average between recall and precision, and 

accuracy is the ratio of correct predictions to the 

overall evaluated sample. 

 All possible positive true events (P) and 

all possible negative true events (N) are found 

in the matrix, as shown in the table above. These 

values include "True Positive" (TP), "True 

Negative" (TN), "False Positive" (FP), and 

"False Negative" (FN) [24]. Furthermore, the 

equation can be used to calculate the accuracy 

based on these values (1) 
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𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
(𝑇𝑃 + 𝑇𝑁)

𝑃 + 𝑁 
           (1) 

 

 The accuracy is then used as parameter as 

to whether or not a model in performing 

classification.  

 Meanwhile, to calculate the level of 

precision prediction of events can be used 

equation (2) 

𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛 precision =    
𝑇𝑃

𝑇𝑃 + 𝐹𝑃 
       (2) 

 

 The precision results mentioned above 

are used to show how precisely a model predicts 

positive events in various prediction activities.  

 In addition to precision and accuracy, 

recall or sensitivity of the system to the class 

can also be viewed to see more details of the 

system's performance. Recall can be calculated 

using equation (3) 

𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛 sensitivity =    
𝑇𝑃

𝑇𝑃 + 𝐹𝑃 
       (3) 

 

 Figure 6 shows the result of the confusion 

matrix from the simulation that was performed 

previously. 

 

 
Figure 8.Confusion matrix with values 

 

 According to the confusion matrix, the 

model successfully predicted 1059 instances of 

real news and 211 instances of hoax news out of 

a total of 1106 real news and 164 hoax news. 

The lower the false positive (FP) and false 

negative (FN) values, the more accurate and 

reliable is the model [25]. 

 

3.3. Discussion of Results  

 The primary objective of this research 

was to distinguish between "Real" and "Hoax" 

news on Twitter over a span of five years (2015-

2020). The model, employing the combined 

method of Passive Aggressive Classifier and 

TfidfVectorizer, showed promising results with 

an accuracy of 82.44%. 

 These results align with the overarching 

goal of mitigating the spread of fake news on 

social media platforms, particularly Twitter, 

where misinformation can rapidly proliferate. 

While the model demonstrates high accuracy, 

the research discussion must also consider the 

potential societal impact and specific nuances 

of the classification results. 

 In conclusion, the model provides a solid 

foundation for further exploration of 

combatting the challenges posed by fake news 

in the age of social media. The nuanced 

discussion of the results underscores the 

relevance and implications of the findings in the 

context of the research objectives outlined in the 

introduction. 

 

CONCLUSION 

 

 This research successfully developed and 

trained a machine learning model to detect hoax 

news using the TfidfVectorizer and the Passive 

Aggressive Classifier algorithm. The model 

was evaluated on the " Indonesian False News 

(Hoax)" dataset obtained from Kaggle, which 

contains 4231 rows of news from Twitter over 

five years. 

 During the preprocessing stage, data 

cleaning, normalization, and encoding 

techniques were employed to prepare the 

dataset. The resulting model achieved favorable 

performance metrics with accuracy, precision, 

and recall scores of 82.44%, 80.66%, and 

82.44%, respectively. 

 The confusion matrix analysis indicated 

the model's ability to effectively predict real and 

hoax news with minimal False Positive and 

False Negative values. These findings 

demonstrate the improved feasibility and 

accuracy of the proposed model. 

 In conclusion, this study shows a 

promising approach using machine learning to 

combat hoax news, contributing to the fight 

against misinformation in the realm of social 

media. The success of the model highlights its 

potential to ensure the credibility of news 

sources and enhance the dissemination of 

accurate information. Further advancements 

and refinements in this area can lead to more 

robust and reliable models for detecting fake 

news in the future. 
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