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ABSTRACT  

 

Abstract is a synopsis of the work containing the problems studied, 

research purpose, information and methods used to solve problems, 

and conclusions. Articles must be submitted in print-ready format 

and are limited to a minimum of ten (10) pages and a maximum of 

twelve (12) pages. Abstract is a synopsis of the work that contains 

the issues studied, the research purpose, the information and 

methods used to solve the problem, and the research conclusion. 

Abstracts are limited to 200 words and should not contain 

references, mathematic equations, figures, and tables. The font size 

for abstracts, keywords, and body of article is 11pt. Keywords are 

no more than six (6) words, but the minimum is three (3) words. 
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ABSTRACT  

 

This research aimed to classify achievement factors for electrical 

engineering students at Tidar University using K-Means and 

Agglomerative Clustering classification algorithms. The goal was to 

understand if any parameters influence high-achieving student 

performance. The Indonesian government and private sector for university 

students provide significant education funds. Student scholarships are 

awarded based primarily on GPA and entry path, overburdening staff and 

causing confusion during distribution to eligible recipients. A system was 

needed to accommodate additional eligible criteria. The researcher 

selected factors to identify engineering student performance, including 

school origin, entry path, tuition fees, and GPA. These inputs could 

determine graduation status. The results compared calculation methods 

based on collected data accuracy, processing times, and characterizing 

clustered data to determine the best classification method. Agglomerative 

Hierarchical Clustering performed better. Accuracy testing on 600 training 

data points yielded 73.94% for improved K-means and 90.42% for AHC. 

The Average processing time was 674.92 seconds for improved K-means 

and 554.35 seconds for AHC. Silhouette testing also characterized 

calculation methods, with improved K-means scoring best at 0.654 and 

AHC at 0.787 using two clusters. 
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1. INTRODUCTION 

 

Each university has many educational 

assistance schemes for students who can 

demonstrate achievement in the academic field. 

[1]. Scholarships are a number of fees provided 

or borne by a party, and funding is given to 

recipients who are selected based on certain 

qualifications [2]. One kind usually offered is a 

scholarship with conditions for the 

underprivileged, according to accouterment 

regulation 48 of 2008 concerning education, 

chapter 27 paragraph, number 1 [3]. The 

involvement of many applicants, the weight of 

consideration of more than one criterion, as well 

as to avoid awarding scholarships that are not 

on target raises problems, namely the need for a 

method to select applicants with the 

establishment of specific criteria to provide 

recommendations or decision support that 

schools can use in selecting scholarships [4]. 

Tidar University, located in Central Java, 

is a private institution with five faculties. One 

faculty is engineering faculty, which is known 

as FT. An undergraduate major in the study, 

namely, electrical engineering. So far, the 

selection process for prospective scholarship 

recipients at Tidar University is still done 

manually, so the selection process is not 

objective. One way to make selecting 

scholarships for outstanding students run 

objectively is by clustering students among 

others: grade point average (GPA), gender, 

tuition fees, part-time work, organization, and 

university entrance paths. 

The quality of students in tertiary 

institutions can be evaluated by learning 

analytics. It is a method of analyzing data 

collected through educational processes to 

enhance academic quality at institutions of 

higher learning. Using learning analytics 

methods in universities can potentially improve 

the education standard. Data mining can be 

automated or semi-automatically in process [6] 

[7].  

Data mining can be applied to any 

existing data set that may yield valuable 

insights. It is a method that can automatically 

identify patterns or relationships within data 

relatively quickly and easily. Classification 

analysis is a common analytic method used for 

learning. Data classification is a commonly 

used method for organizing information, in 

which classification learning forms models to 

predict categorical labels on given data. 

Conducting such analysis offers organizations 

several potential benefits: curriculum 

development, graduation increase, time to 

accept jobs after graduation, improved lecturer 

performance, and increased research in the 

education field [8]. In the clustering process, the 

most important thing is to collect patterns into 

appropriate groups to find similarities and 

differences and order valuable conclusions [7]. 

Clustering helps analyze data patterns, 

grouping, and making decisions [9]. This 

research compares the classification of student 

study periods using two methods: K-Means and 

Agglomerative Clustering methods. 

Previous research has been conducted in 

student graduation prediction with some 

methods. Rosmini [10] has researched the 

implementation of the K-Means method in 

selecting and mapping groups of students 

through lecture activity data using the variables 

above.  

This study used k-means clustering with 

k = 2 to create two clusters of students: cluster 

A of those graduating on time and cluster B of 

those graduating not on time. This clustering of 

student data by graduation status provides input 

for faculty advisors to classify student 

achievement types. 

Sunaryanto et al. [11] implemented a K-

means clustering algorithm on student data from 

the Informatics Engineering program. K-Means 

is an algorithm used to classify objects based on 

their proximity to predefined clusters. The value 

of k, representing the number of clusters, cannot 

exceed the number of training examples and 

must be an odd number greater than one. The 

training samples are represented as vectors in a 

multidimensional feature space, where each 

dimension reflects an attribute of the data. This 

space is then partitioned based on the cluster 

assignments of the training samples. 

Februariyanti and Santoso's research [12] 

utilized agglomerative clustering methods to 

group student theses based on thesis title 

variables. The clustering process resulted in five 

distinct groups (k = 5). Analysis of the thesis 

titles within each cluster identified five common 

topics pursued by students for their theses: 

Information Systems, Semarang Information 

Systems, Web-based expert systems, Expert 

systems for diagnosing diseases in plants, and 

design of teaching tools for children. 

An enhanced k-means algorithm with 

meliorated initial center, constructed by Chen 

Guang-ping and Wang Wen-peng, provided the 
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basis for earlier research. This study uses a 

dataset taken from the KDD cup. The research 

was conducted to find out the differences 

between traditional k-means and improved K-

means. The steps taken are to find the center 

point (center point) by finding the furthest 

distance between the data. In the next stage, the 

center point is used in calculations with the k-

means algorithm. This study concludes that 

calculations with improved km-means produce 

better center points and have a higher accuracy 

level than traditional k-means [13]. 

The K-Means methods are clustering 

methods usually used by several previous 

researchers, and they have been implemented 

especially in the education field [12]-[13]. 

Meanwhile, agglomerative methods have also 

been applied to group data by a number of 

earlier researchers [16]-[18], which, in certain 

case studies performs and is more accurate than 

K-Means [19]. To date, no comparative study 

has been conducted examining the use of 

various data mining methods to forecast 

graduation outcomes for engaged students 

based on certain characteristics or criteria [20]. 

The clustering method makes it easier for 

researchers to determine student recipients of 

scholarships and seek results in determining 

recipients of outstanding scholarships because 

the clustering process is based on GPA, college 

admissions path, tuition fees, parental income, 

and number of parental dependents. 

This study compares several clustering 

algorithms to predict the performance of high-

achieving students. This research aims to 

determine if predicting which students are 

eligible for achievement scholarships could 

allow academics to implement activities that 

minimize the number of students at risk of 

delayed graduation, such as tutoring programs, 

short-term coursework, or other beneficial 

initiatives. These exercises could enhance the 

learning outcomes for students. Additionally, a 

number of data mining methods are used in this 

study to segment data in order to group student 

academic records. The objective is to identify 

the method that delivers the highest quality 

clusters.   

 

2. METHODS 

 

2.1.  Data Collection 

The entire procedure in this study was 

able to move forward through several 

successive steps. The various steps followed in 

the study allowed for a systematic approach to 

be taken. 

2.1.1.  Interview 

An interview is a direct data collection 

method with participants to obtain information 

related to research problems and requirements 

for the intended algorithm. 

2.1.2.  Library studies 

Data collection methods involve 

studying, researching, and reading various 

sources such as online books, internet 

information, journals, theses, and dissertations 

related to the algorithms system that will be 

discussed.  

2.1.3.  Observation 

Observation, or direct observation of the 

research subject and ongoing activities, is also 

used. Observation is typically conducted with 

structured observation by preparing a list of 

required data points and sources. Observational 

data can be obtained by reviewing the staffing 

and student affairs sections. 

 

2.2.  Research Methodology 

Data collected from literature reviews 

and student records in the Tidar University 

electrical engineering department will be 

analyzed to group graduates into three clusters. 

The first cluster will contain students who 

graduated early, the second who graduated on 

time, and the third who did not. Clustering 

analysis methods will segment the students 

based on attributes from their academic records 

and background characteristics obtained 

through informants. The research methodology 

is depicted in Figure 1.  

 

Figure  1. The process of classifying data in research 

https://doi.org/10.15408/jti.v17i1.32132
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2.3.  Classification stages  

Each method has different classification 

stages, and the algorithm used to determine a 

student's study period is based on test results 

that are compared to more test examples. In this 

study, the authors employ two distinct methods 

in the classification process. 

 

2.4.  Improved K-Means clustering 

Clustering is a method for organizing 

data when the class label is known. It operates 

by classifying data objects into a predetermined 

number of clusters, including patterns, entities, 

events, units, results, and observations. Put 

differently, this method divides data into 

multiple categories based on specific attributes. 

The method of grouping a data collection into 

clusters based on similarities is carried out 

through clustering. K-means clustering, where k 

is the number of clusters, is one method for 

locating clusters in the data [19]. 

If class c is the most common 

classification among the k closest neighbors of 

a point in this space, then that point is classified 

as class c. Proximity of neighbors is generally 

determined based on Euclidean distance, which 

can be defined as the straight-line distance 

between two points in geometric space as 

follows:   

 

deuc(x, y) = √∑ (xj 
−  yj)2𝑑

𝑗=1   (1) 

Where: 

𝑥𝑗  𝑑𝑎𝑛 𝑦𝑗 = the j attribute's value 

 

This algorithm provides a simple way to 

classify a given data set into a specified number 

of clusters (k clusters). The first step is to define 

k initial centroids, one for each cluster. As the 

location of centroids can impact results, care 

should be taken to strategically place them as far 

apart as possible for optimal separation of 

clusters.  

The next step is to assign each data point 

to the nearest centroid, creating an initial 

clustering. This first step is complete once all 

data points have been assigned and no 

unassigned points remain. New centroids must 

then be calculated as the centers of mass of the 

clusters from the previous step. 

Following the calculation of the new k 

centroids, another assignment must be done 

where each data point is allocated to the nearest 

of the new centroids. A loop is created whereby 

centroid locations may change on some 

iterations as assignments are made until no 

further changes occur - at this point, the 

centroids are stable in their final positions [21]. 

Clusters are created by grouping data 

according to how similar its qualities are. It is 

possible to assess similarity by using distance 

measures. This study's distance computation 

methodology is as follows: [12]: 

 

J = ∑ ∑ ‖x𝑖
(𝑗)

 −  cj‖
2

𝑛
𝑖=1

𝑘
𝑗=1   (2) 

Where: 

𝐽 = obj function 

k = number on clusters  

n = number on cases  

𝑥𝑖 = case on i 

𝑐𝑗 = centroid on cluster j 

 

Calculate the distance between objects 𝑥𝑖 
and 𝑥𝑗 with object data in cluster M. If object 

data in cluster M has a minimum distance to 

object data𝑥𝑖 , then the data is included in 

cluster X. If the object data in cluster M has a 

minimum distance to the object data𝑥𝑗, then the 

data is included in cluster Y [13]. 
 

2.5.  Agglomerative hierarchical clustering 

(AHC) 

Hierarchical clustering is a method for 

organizing data objects into a hierarchical 

structure. [21]. There are two main strategies for 

hierarchical clustering. The first is 

agglomerative hierarchical clustering, which 

follows a bottom-up approach that initially 

considers each object as a separate cluster and 

then iteratively merges them into larger clusters. 

The second is divisive hierarchical clustering, 

which takes a top-down approach that considers 

all objects as part of one cluster and then 

iteratively splits them into smaller clusters. 

Several clustering algorithms can be used to 

perform hierarchical clustering, including 

agglomerative algorithms that merge the pair of 

clusters with the most similar objects into a new 

cluster and divisive algorithms that successively 

split clusters with the greatest dissimilarity [22]. 

 

2.5.1.  Single linkage 

Based on the smallest distance between 

objects, the single linkage algorithm clusters 

objects. This grouping procedure first identifies 

the smallest distance value in the distance 

matrix and combines the corresponding objects 

https://doi.org/10.15408/jti.v17i1.32132
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into the matrix 𝐷 = {dij}. Then, the clusters 

combine similar objects, like V and U (𝑈𝑉).  

The next step is finding process the 

distance(𝑈𝑉) With other clusters, for example, 

𝑊. The equation may be rewritten in the 

following manner: 

𝑑(𝑈𝑉)𝑊  = m𝑖𝑛(d𝑈𝑊 , d𝑉𝑊 ) (3) 

d𝑈𝑊 is how far away the closest neighbor 

is from the cluster 𝑈 and 𝑊 thend𝑉𝑊 Is the 

nearest neighbor's distance from cluster 𝑉 and 

𝑊. 

 

2.5.2.  Complete linkage 

The full linkage algorithm is an 

agglomerative clustering method based on the 

greatest distance between items. In order to link 

the two clusters with the least maximum 

distance between each component member, this 

method starts by determining the largest 

distance between objects. Until all objects are 

connected into a single cluster in matrix 𝐷 =
{dij}, the procedure is repeated, joining the 

clusters with the least maximum inter-cluster 

distance each time, then merging the related 

objects e.g., 𝑈 and 𝑉 to get the clusters (𝑈𝑉). 
The next step is finding the distance between 
(𝑈𝑉) With the other clusters, for example on the 

formulation 𝑊 can be written as follows [23]: 

𝑑(𝑈𝑉)𝑊  = m𝑎𝑥(d𝑈𝑊 , d𝑉𝑊 ) (4) 

d𝑈𝑊 is the farthest neighbor distance 

from the cluster 𝑈 and 𝑊 then d𝑉𝑊 is the 

farthest distance of neighbor from cluster 𝑉 and 

𝑊. 

2.5.3.  Average linkage 

The average linkage algorithm is a 

hierarchical clustering methodology that utilizes 

the average distance between clusters. 

Specifically, average linkage clustering 

commences by calculating the distance matrix 

between all objects, which records the 

dissimilarity between each pair of objects. 

Subsequently, clusters are created by combining 

the most similar pairs of clusters, with the distance 

between two clusters being determined by 

averaging the distances between every pair of 

objects in each of the distinct clusters. This 

merging process is repeated until all objects are 

clustered into a single matrix 𝐷 = {dij} to get the 

closest object, for example 𝑈 and 𝑉, then these 

objects are combined into clusters (𝑈𝑉) and then 

the distance between (𝑈𝑉) with other clusters 𝑊, 

so it can be written as follows [24]: 

𝑑(𝑢𝑣)𝑤 =
𝑑(𝑢𝑤)+𝑑(𝑣𝑤)

𝑛(𝑢𝑣)𝑛𝑤
 (5) 

n(𝑈𝑉) is the members number in the 

cluster(𝑈𝑉) and n𝑤 is the members number in the 

cluster 𝑊. 

2.5.4.  d. Silhouette coefficient for clustering 

evaluation method 

The average linkage algorithm is a 

hierarchical clustering methodology that 

utilizes the average distance between clusters. 

Specifically, average linkage clustering 

commences by calculating the distance matrix 

between all objects, which records the 

dissimilarity between each pair of objects. 

Clusters are then formed sequentially by 

merging the closest pair of clusters, where the 

distance between two clusters is defined as the 

average of the distances between all pairs of 

objects in the different clusters. This merging 

process is repeated until all objects are clustered 

into a single cluster [23]. 

Testing occurs after convergence is 

reached at stage 0, where the results of the latest 

grouping are identical to the preceding 

grouping. In other words, no data shifts clusters. 

Testing employs the silhouette coefficient 

equation. Finding the average distance between 

the ith data point and every other data point in 

the same cluster is the first step in calculating 

the silhouette coefficient, assuming the  ith data 

belongs to cluster A.  [24]. The formula for a(i) 

can be written in this following equation. 

a(i)  =
𝜋𝑟2

|A|−1 
∑ j ∈ A, j ≠ 1 d(i, j)  (6) 

where A = the amount of data located in cluster 

A 

The next step is to calculate the value of 

b(i) which represents the minimum average 

distance between the ith data point and all data 

points assigned to different clusters. Assuming 

the data mean belongs to either cluster A or 

cluster C, b(i) is computed as the average 

distance between the ith data and all the data in 

cluster C can be written in the following 

equation: 

d(i, C)   =
1

|C| 
∑ j ∈ C d(i, j)  (7) 

C = The total volume of data contained within 

cluster C. 

https://doi.org/10.15408/jti.v17i1.32132
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Once d(i,C) has been calculated for each cluster 

C that does not equal A, choose the value of b(i) 

to be the minimum distance.   

b(i)   = d(i, j)C≠A
min   (8) 

Assuming a minimum distance for 

cluster B, then 𝑑(𝑖, 𝐵) 𝑒𝑞𝑢𝑎𝑙 𝑏(𝑖) which 

represents the neighbor of the  ith data and 

denotes the second-best cluster for the ith data 

after cluster A. With 𝑎(𝑖) and 𝑏(𝑖) identified, 

the last step is to calculate the silhouette 

coefficient. 

s(i)  =
b(i) − a(i)

max {a(i) − b(i)} 
  (9) 

The variable s(i) can range from -1 to 1 

inclusive, with each value having the following 

interpretation [25]:  

a.  𝑠(𝑖) 𝑒𝑞𝑢𝑎𝑙 𝑤𝑖𝑡ℎ 1 means the i data is well 

classified (in cluster A) 

b.  𝑠(𝑖) 𝑒𝑞𝑢𝑎𝑙 𝑤𝑖𝑡ℎ 0 means the ith data 

between the two clusters (A and B)  

c.  𝑠(𝑖) 𝑒𝑞𝑢𝑎𝑙 𝑤𝑖𝑡ℎ − 1 means the ith data 

classified as weak (nearer to cluster B 

than A) 

The interpretation of the silhouette 

coefficient value is shown in Table 1 [24][25]. 

Table 1. Silhouete coefficient Interpretation 

Silhouette coefficient  Interpretation  

0.71 - 1.00 0.71 - 1.00 

The resulting structure is 

strong 

The resulting structure 

is strong 

0.51 – 0.70 0.51 – 0.70 

The resulting structure is 
good 

The resulting structure 
is good 

 

 

3. RESULTS AND DISCUSSION 

 

3.1.  Analysis Data Collection with Criteria 

and Alternatives 

Students in the Electrical Engineering 

Department at Tidar University who were 

accepted through the Mandiri (SMUT) in 2015 

and 2018 provided the data used in this study, 

SNMPTN / SBMPTN, and PMDK-report, 

which have been declared passed. The data were 

obtained from the FT Tidar University 

Administrative office, and there was a total of 

631 data. The following is the data that has been 

obtained through several stages of pre-

processing data, from data cleaning data 

integration to data reduction, as shown in Figure 

1, namely the 2015 and 2018 Electrical 

Engineering student datasets can be seen in 

Table 2. 

Table 2.  Dataset student as training data 

Student 

number 

High  

school 
Regency 

Entrance 

paths 
Tuitio
n Fee GPA 

Gradua

tion 

status 

1510501002 SMA Magelang SBMPTN k25 3.49 late 

1510501003 SMA Wonosobo SMUT k24 3.34 on 
time 

1510501012 MAN Temanggu
ng 

SBMPTN k24 3.40 early 

1510501020 SMK Weleri SBMPTN k24 3.49 on 

time 
1510501022 SMK Magelang SBMPTN k24 3.44 late 

1510501050 SMA Wonosobo SBMPTN k25 3.37 late 

1510501051 SMK Magelang SBMPTN k22 3.49 late 

1510501063 SMA Purworejo SMM- 
UNTIDAR 

k5 3.34 late 

…. …
. 

…
. 

…. …. …. …
. 

1510501066 SMA Magelang SMM-
UNTIDAR 

k5 3.40 on 
time 

 

The obtained data in this study were then 

verified and tested by taking 82 sample data in 

the 2019-year Electrical Engineering major 

using k-fold cross-validation through the data 

splitting stage, and predictions and comparisons 

were made using the K-means method and 

agglomerative hierarchical clustering. The 

acquired dataset is displayed in Table 3 below. 

Table 3. Dataset student as testing data 

Student 

number 

High  

school 
Regency 

Entrance 

paths 

Tuiti
on fee GPA 

Gradua

tion  

status 

1910501023 SMK Magelang SBMPTN k25 3.49 late 

1910501028 SMA Wonosobo SMUT k24 3.34 late 

1910501034 SMK Temanggung SBMPTN k24 3.40 early 

1910501048 SMK Wonosobo SBMPTN k24 3.49 on 

time 
1910501054 SMA Wonosobo SBMPTN k24 3.44 late 

1910501058 SMA Magelang SBMPTN k25 3.37 late 

1910501065 SMK Wonosobo SBMPTN k22 3.49 late 

1910501070 SMA Purworejo SMM-
UNTIDAR 

k5 3.34 late 

…. …
. 

…. …. …. …. …
. 

1910501108 
 

SMA Magelang SMM 
UNTIDAR 

k5 3.40 on 
time 

 

3.2.  Test results and analysis of prediction 

results 

 

3.2.1.  The results of testing the accuracy of the 

number of training data 

A comparative analysis evaluated the 

average predictive accuracy of the K-means and 

agglomerative hierarchical clustering 

algorithms. Both algorithms were tested using 

the same datasets containing 100, 200, 300, 400, 

500, and 600 observations for model training 

purposes. For the K-means algorithm, 5 
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independent trials were run for each training 

data size to account for random initialization 

effects. The average accuracy across the 5 trials 

was then computed. Regarding the 

agglomerative clustering approach, the 

hierarchical clustering process was repeatedly 

performed until convergence was reached, 

defined as the number of clusters KL plus one 

equals the square root of the total number of 

observations N or KL + 1 to √N. The predictive 

accuracy results for each algorithm and training 

data size configuration are provided in tabular 

form as Table 4 below. 

Table 4. The results of evaluating both algorithms' training data 

variants' accuracy level 

Cluste

ring 

metho

d  

Data 

Amo

unt  

Amount 

of 

predictiv

e label 

data  

Amount of 

predictive 

label data 

is not the 

same as 

the 

original 

label 

(200 test 

data)  

Average 

level of 

accuracy 

Impro

ved  

K-

means 

100 185 17 75.55% 

200 195 14 64,56% 

300 185 22 78,66% 

400 175 14 75,50% 

500 185 18 75,50% 

600 185 18 75,50% 

Average 185 17 73,94% 

Agglo

merati

ve 

hierarc

hical 

clusteri

ng 

100 154 45 90,50% 

200 134 86 85,50% 

300 165 56 90,56% 

400 165 75 91,75% 

500 154 65 91,55% 

600 134 43 92,66% 

Average 151 62 90,42% 

 

 

3.2.2.  The results of testing the length of 

processing time on the number of data 

variants in the K-means and 

agglomerative clustering methods. 

The second test aimed to determine the 

convergence and average time comparison of 

the two algorithms. Similar to the last test, 500 

training data points are utilized, broken down 

into five test sections: 100, 200, 300, 400, and 

500 training data points. The average time for 

one convergence in the agglomerative 

clustering method is calculated by dividing the 

total time for one process by the number of 

iterations required to find convergence. In 

contrast, the K-Means method will be evaluated 

five times, as indicated in Table 5 below, with 

the average convergence being determined once 

from the average time in each segment of the 

training data (100, 200, 300, 400, and 500 

training data). 

Table 5. The number of training data variants in both 

algorithms converges to the table of the one-time test results 

Cluste

ring 

metho

d 

Data 

Training 

Amou

nt of 

predict

ive 

label 

data 

Amount of 

predictive 

label data is 

not the same 

as the 

original label 

(200 test 

data) 

Average 

processing 

time in 

seconds 

(on 

average 1 

time 

converges) 

Impro

ved  

K-

means 

100 185 17 155,56 

200 195 14 256,72 

300 185 22 562,55 

400 175 14 784,33 

500 185 18 1045,78 

600 185 18 1244,55 

Average 185 17 674,92 

Agglomer

ative 

hierarchic

al 

clustering 

100 154 45 125,56 

200 134 86 210,45 

300 165 56 489,78 

400 165 75 658,67 

500 154 65 854,78 

600 134 43 986,88 

Average 151 62 554,35 

 

Based on the data presented in Table 5, it 

can be concluded that increasing the training 

data size will result in a longer computation 

time required for each algorithm to reach 

convergence. This happens because processing 

more significant amounts of data takes longer 

for each algorithm's sub-processes.  

The process of selecting convergent 

values will likewise take longer with more 

diverse training data. Agglomerative clustering 

outperforms K-means clustering in terms of 

average computation time for every variation of 

the training data, according to a comparison of 

the findings. This is due to the algorithm's 

instability caused by the K-means method's 

random selection of the initial cluster centers. 

On the other hand, hierarchical agglomerative 

clustering has benefits such as not being 

affected by outliers and precisely calculating the 

right number of clusters. This enables it to 

determine an initial cluster center value that is 

more ideal. The processing durations of the 

agglomerative clustering method will be better 

with a more ideal starting point. 
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3.2.3.  Characterization of data clustering  

The K-Means clustering process tested 

various cluster values and determined that two 

(2) clusters best fit the experimental data, as 

depicted in Figure 2. The agglomerative 

clustering method was also applied to the 

experimental data, with each linkage approach - 

single, complete, and average - producing the 

results as shown in Figure 3a until 3c, 

respectively. The optimal number of clusters 

was evaluated ten times across a range of cluster 

counts. According to the tests, two (2) clusters 

were ideal for the full and average linkage 

methods, while three (3) clusters worked best 

for the single linkage strategy. This experiment, 

which made use of a specified set of training and 

test data, may thus be stated to have typically 

produced the best fit with three (3) clusters 

using the agglomerative clustering approach. 

The amount of previously processed training 

and test data is definitely utilized in this 

investigation. Different values were obtained in 

the K-Means clustering procedure, and two 

clusters showed the best result, as shown in 

Figure 2. 

 
 

Figure 2. Silhouette values from K-Means 
 

The experimental data underwent a 

clustering process utilizing an agglomerative 

clustering method. As depicted in Figures 3a, 

3b, and 3c, each approach yielded the following 

results. The optimal number of clusters was 

evaluated ten times across a varying number of 

cluster configurations. The test findings 

indicated that three clusters were the ideal 

number for the single linkage method, but two 

clusters were the ideal number for the full and 

average linkage approaches. Thus, it can be 

concluded that three clusters are the ideal cluster 

value when employing agglomerative 

clustering. Undoubtedly, the quantity of pre-

processed training and test data was utilized in 

this investigation. 

 
 

Figure 3. (a) Single-linkage agglomerative clustering silhouette 

values 

 

Figure 3. (b) Average-linkage agglomerative clustering 

silhouette values 

 

Figure 3. (c) Complete-linkage agglomerative clustering 

silhouette values 

Table 6 below compares silhouette 

values from clustering results using 

predetermined methods. 

Table 6. Comparative silhouette coefficient 

Amount 

of 

Cluster 

Silhouette coefficient 

Enhanced 

K-Means 

AHC 
Single 

Linkage 

Average 

Linkage 

Complete 

Linkage 

2 0.654 0.623 0.723 0. 787 

3 0.541 0.638 0.64 0.656 

4 0.631 0.631 0.659 0.661 

5 0.509 0.600 0.614 0.653 
6 0.502 0.587 0.63 0.649 

7 0.513 0.619 0.653 0.625 

8 0.644 0.632 0.681 0.644 
9 0.567 0.619 0.656 0.661 

10 0.540 0.624 0.649 0.625 
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The full linkage strategy had the best 

results, yielding a value of 0.787 (78.70%) 

compared to the other two agglomerative 

clustering approaches. We thus compare the 

agglomerative clustering method to the K-

Means method using the entire linkage 

methodology. As can be shown in Table 3 

above, the K-Means method's clustering 

findings yielded a value of 0.654 (65.40%). 

Comparing these results to the agglomerative 

clustering method's clustering yields lesser 

results. Two clusters are determined to be the 

most optimal number of clusters using the 

agglomerative clustering method with the 

complete linkage approach. Consequently, the 

agglomerative clustering approach 

outperformed the K-Means method in this 

instance. 

The result of this research also has better 

accuracy than previous research [14], which 

only got 63.80% in the K-Means method, 

different with [19], in which the result showed 

that K-Means got a better result than the AHC 

method but in a small dataset-only. The better 

result accuracy was found in [21], with a result 

of 37.79% in K-Means and 47.24% in AHC. 

 

CONCLUSION 

   

This report details the evaluation of two 

predictive algorithms and their ability to 

accurately forecast and categorize active 

students who are likely to graduate from Tidar 

University Two predictive algorithms can be 

evaluated for their ability to forecast and 

categorize active students who are likely to 

graduate. Four varieties of data attributes may 

serve as variables for student projections, 

including: school origin, tuition fees, university 

entrance paths, and grade point average (GPA). 

AHC generates a silhouette value of 0.787 after 

evaluating the whole linkage approach model, 

and in this case study, the agglomerative 

clustering method has also been utilized to 

group data that has superior performance, 

accuracy, and processing time than the K-

Means, which is 554.35 in seconds. 
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