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ABSTRACT  

 

Abstract is a synopsis of the work containing the problems 

studied, the purpose of research, information and methods 

used to solve problems, and conclusions. Articles must be 

submitted in print-ready format and are limited to a minimum 

of ten (10) pages and a maximum of twelve (12) pages. 

Abstract is a synopsis of the work that contains the issues 

studied, the research purpose, the information and methods 

used to solve the problem, and the research conclusion. 

Abstracts are limited to 200 words and should not contain 

references, mathematic equations, figures, and tables. The 

font size for abstracts, keywords, and body of article is 11pt. 

Keywords are no more than six (6) words, but the minimum is 

three (3) words. 
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ABSTRACT  

 
One of the most difficult aspects of face identification is face 

occlusion. Face occlusion is when anything is placed over the face, for 

example, a mask. Masks occlude multiple important facial features, 

like the chin, lips, nose, and facial edges. Face identification becomes 

challenging when important facial features are occluded. Using one of 

the deep learning algorithms, YOLOv5, this work tries to identify the 

face of someone whose face is occluded by a mask in real-time. A 

special program is being created to test the effectiveness of the 

YOLOv5 algorithm. 14 people's data were registered, and each person 

had 150 images used for training, validation, and testing. The images 

used are regular faces and mask-occluded faces. Nine distinct 

configurations of epoch and batch sizes were used to train the model. 

Then, during the testing phase, the best-performing configuration was 

chosen. Images and real-time input were used for testing. The highest 

possible accuracy of image identification is 100%, whereas the 

maximum accuracy of real-time identification is 64%. It was found 

during the testing that the brightness of the room has an influence on 

the performance of YOLOv5. Identifying individuals becomes more 

challenging when there are significant changes in brightness. 
 
Keywords: YOLOv5, deep learning, occluded face identification, real 

time identification 
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1. INTRODUCTION 

 

 The human face is a distinct 

characteristic of the human body. Each 

individual on the planet possesses a distinctive 

combination of facial features [1]. Numerous 

details about a face can be shown, such as skin 

tone, facial bone structure, gender, and facial 

expressions. Faces may be used to portray a 

range of scenarios and can be used as research 

material for digital images [2].  

 Face identification, a discipline within 

computer science, involves the capacity to 

ascertain an individual's identity by examining 

the distinctive facial features and patterns 

present in human faces [3]. The initial step of 

this process involves detecting the face and its 

landmarks in an image. Following pre-

processing, the main facial area is inputted into 

the back-end network, which performs facial 

feature extraction and face matching. Face 

identification has significantly advanced and 

improved in light of current discoveries in deep 

learning and wide object detection [4].  

 Face occlusion refers to the act of 

covering the face with various objects or items, 

including glasses, masks, scarves, hands, hair, 

or hats. This occlusion significantly reduces the 

effectiveness of face detection [5]. Partial 

occlusion poses a significant challenge for face 

identification, as it becomes difficult to 

recognize a face when certain parts are 

obscured. For example, the eyes can be hidden 

by glasses, the ears can be hidden by a hijab, the 

forehead and ears can be hidden by hair, half of 

the face can be hidden by a mask, and the other 

half can be hidden by facial hair like a mustache 

or a beard. These factors can lead to a decline in 

the system's performance [6]. The focus of this 

study is on the identification of occluded faces 

specifically through the presence of masks. 

 Deep learning is a popular method 

employed for face recognition tasks. It involves 

the utilization of artificial neural networks with 

multiple layers, allowing for the analysis of data 

at intricate levels of abstraction. The primary 

advantage of deep learning models lies in their 

capability to automatically extract important 

features from input data using general-purpose 

learning techniques. These models find 

applications in various domains, including 

image reconstruction, speech recognition, video 

analysis, and audio processing [7]. 

 In conventional face identification, deep 

learning relies on significant facial features, 

including the chin, lips, nose, eyes, forehead, 

and facial edges. However, when a face is 

covered by a mask, deep learning struggles to 

identify the face due to the obstruction of crucial 

facial features [8]. The challenge with occluded 

face identification lies in the system's ability to 

identify faces solely based on the eyes and 

forehead. One deep learning method used in 

object recognition, specifically in this context, 

is You Only Look Once (YOLO).  

 YOLO, a widely used system for 

detecting objects, demonstrates exceptional 

performance in real-time object detection. 

YOLOv5, in particular, stands out due to its low 

RAM requirements, making it more convenient 

for deployment and integration with Internet of 

Things (IoT) devices [9]. 

 Numerous studies have been conducted 

to identify faces that are occluded by masks. 

These studies have utilized different methods 

such as ResNet-50 architecture, which produced 

an accuracy rate of 47.91% [10]; Convolutional 

Neural Network (CNN), which achieved an 

accuracy rate of 87% [11]; a combination of 

Principal Component Analysis (PCA) and deep 

learning, achieving an accuracy rate ranging 

from 85% to 95% [12]. The accuracy of these 

methods varies depending on several factors, 

including the resolution of the image, lighting 

conditions, and the position of the head.  

 Research by Al Tamimi and Ali [13] 

utilized YOLOv5s to detect whether individuals 

were wearing face masks. Real-time images 

were used in the experiments, and the results 

demonstrated that video and real-time video 

achieved a high level of accuracy. The study 

suggested that increasing the epoch value 

during the training process is crucial for 

improving accuracy. However, it emphasized 

the need for careful monitoring to prevent 

system overload when adjusting the epoch 

value.  

 A different research study examined the 

use of face recognition for a library attendance 

system [14]. The study specifically focused on 

using the YOLOv5 approach to identify masked 

faces as part of the attendance system. To detect 

several objects, the system needed 0.14267 

seconds for image input and an average of 0.013 

seconds for video input. The recognition 

system's average frame rate was 76.92 frames 

per second (fps). The tests were run using 1000 

epochs. 

 Research conducted in the past has 

demonstrated that YOLOv5, a deep learning 
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system, is highly proficient and efficient in 

identifying individuals' faces and discerning 

whether they are wearing a mask or not. The 

main contribution of this study is the use of 

YOLOv5 in real-time to identify people who are 

currently wearing masks. 

This manuscript represents the original findings 

of our research. 

 

2. METHODS 

 

 The process is divided into five stages: 

data collection, acquisition of occluded face 

data, training, testing with images as input, and 

real-time testing. 

 

2.1 YOLOv5  

The You Only Look Once (YOLO) 

algorithm was designed to detect objects in 

real-time. For detection, the detection system 

used a localizer or repurposed classifier. The 

YOLO method detects objects using 

Convolutional Neural Networks. YOLO 

employs a Deep Learning approach to detect 

objects in images. YOLO excels at image 

classification and prediction [14]. You Only 

Look Once (YOLO) algorithms adopt a unique 

approach where the entire image serves as input 

to the network. They predict both the position 

and category of the bounding boxes that 

encompass objects, leveraging the features 

extracted from the entire image. This holistic 

approach allows YOLO to efficiently and 

accurately detect objects by considering the 

contextual information present in the entire 

image [15]. Since its inception in 2016, the 

YOLO algorithm has undergone continuous 

refinement and development. It has evolved 

into five primary versions [16]: YOLOv1, 

YOLOv2, YOLOv3, YOLOv4, and YOLOv5 

[14]. 

YOLOv5, the fifth version of the YOLO 

algorithm, is implemented using Python [17] 

and built upon the PyTorch framework [18]. 

YOLOv5 is recognized for its exceptional 

detection speed and accuracy, largely attributed 

to its utilization of an open-source network 

architecture [19]. In 2020, Glenn Jocher 

introduced YOLOv5, a one-stage target 

recognition algorithm [20]. YOLOv5 offers 

four different models for data training: 

YOLOv5s, YOLOv5m, YOLOv5l, and 

YOLOv5x. These models vary in their network 

designs, number of layers, and number of 

parameters used. Each model is tailored to suit 

different requirements and offers varying levels 

of performance and computational complexity. 

The network architecture of the four YOLOv5 

models is depicted in Figure 1. The YOLOv5 

architecture is comprised of three elements: the 

backbone model, the neck model, and the head 

model [14]. 

 

 
Figure 1. Network architectures of YOLOv5s 

model [21] 

 

Deep learning is a subfield of machine 

learning that takes inspiration from the intricate 

structure of the human brain. Similar to how 

humans employ structured and logical thinking 

to make decisions, deep learning aims to 

replicate this process using an algorithm known 

as a neural network [22]. Deep learning 

leverages nonlinear information processing 

techniques to excel in tasks such as feature 

extraction, pattern recognition, and 

classification [23].  

One of the main advantages of Deep 

Learning models is their ability to extract 

valuable features from input data using general-

purpose learning techniques. As a result, these 

models find application in various domains, 

such as image, speech, video, and audio 

reconstruction [7]. 

 

2.2 Data Collection 

In this research, two image data 

compilations were utilized. The first 

compilation consists of 80 regular face images 

and 70 mask-occluded face images captured 

from 10 people using a Samsung S21 Ultra 

Smartphone Camera. The second compilation 

includes 50 regular face images and 50 mask-

occluded face images of 10 people from the 

Labeled Faces in the Wild (LFW) Dataset. Both 

compilations were stored in the jpg format. 
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2.3 Data Acquisition 

Once the image compilation is 

completed, the images undergo a labeling 

process using the Roboflow website [24]. This 

process involves annotating the images to 

identify and label the object classes present in 

each image frame. The result of this labeling 

process is a text file in a specific format that 

contains information about the list of object 

classes found in each image frame. This labeled 

file serves as a reference for subsequent 

analysis and training of the deep learning 

model. Figure 2 depicts the acquisition method 

for masked face image data. 

 

 
Figure 2. Workflow of occluded face data 

acquisition 
 

The following phase in the process is data 

pre-processing, which involves resizing the 

images to 416x416 pixels. This pre-processing 

step guarantees that the input size is consistent 

for future analysis and model training. The 

images are converted and saved as ".jpg" files 

with a 416x416 pixel size. Figure 3 depicts the 

workflow of data pre-processing. Furthermore, 

augmentation techniques are used to improve 

the dataset. Each image is subjected to a 

random set of modifications, such as 

brightness, saturation, and grayscale 

conversion. 

 

 
Figure 3. Workflow of data pre-processing 

 
2.4 Training 

During the training phase, the occluded 

face images and corresponding labels in the 

dataset are used to train the YOLOv5s model. 

The output of this training process is the weight 

model, which is crucial for the success of the 

program in identifying occluded faces. The 

comprehensive flow of the training process can 

be observed in Figure 4, while Figure 5 depicts 

the results obtained from the training process 

captured through the specialized software 

developed for this research. 

 

 
Figure 4. Workflow of the training process 

 

 

 
Figure 5. Collage of training process results. 

 

2.5 Testing 

There are two testing phases in this 

experiment. The first is testing using image 

input, while the second is testing using real-

time video input.  

The aim of the image input testing phase 

is to assess the YOLOv5 model's accuracy in 

identifying occluded faces. Figure 6 illustrates 

the sequence of steps involved in the training 

process using image input. 

 

 
Figure 6. Model testing process utilizing 

images as input 
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During testing with image input, the first 

step involves providing images of faces that 

have been occluded by a mask. The program 

then detects the faces in these images. Upon 

successful detection, the program proceeds to 

identify the face using the weight model 

obtained from the training process. A bounding 

box is added to the identified face, and the 

resulting image is displayed by the program. 

The final step involves calculating the accuracy 

of the occluded face identification results. 

Likewise, real-time video input from a 

camera was used throughout the testing phase 

to evaluate the response time of YOLOv5 in 

conducting real-time identification of occluded 

faces. The workflow of real-time training can 

be seen in Figure 7. 

In real-time testing, the initial step is to 

grant the program access to the camera. The 

user then positions their face in front of the 

camera. Subsequently, the program detects the 

face and proceeds to identify it using the weight 

model obtained from the training process. If an 

occluded face is identified, the program 

captures a screenshot. Once the program is 

stopped, the screenshot results are displayed for 

a duration of 2 seconds. The final step involves 

calculating the response time based on the 

results of real-time occluded face 

identification. 

 

 
Figure 7. Workflow of real-time testing 

 

2.6 Evaluation 

To evaluate the recall, F1-score, 

precision, and accuracy of the model employed 

in this study, a confusion matrix is utilized. The 

details of the confusion matrix is shown in 

Table 1. 

 

Table 1. Confusion Matrix [2] 

  Predicted Value 

  True False 

Actual 

Value 

True 
TP (True 

Positive) 

FP (False 

Positive) 

False 
FN (False 

Negative) 

TN (False 

Negative) 

 

The value of precision, recall, accuracy and F1-

score can be calculated based on Table 1, as 

follows:  

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃+𝐹𝑃
 (1) 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑇𝑃+𝐹𝑁
  (2) 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
 (3) 

 

𝐹1 − 𝑆𝑐𝑜𝑟𝑒 =  
2 𝑥 𝑟𝑒𝑐𝑎𝑙𝑙 𝑥 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛

𝑟𝑒𝑐𝑎𝑙𝑙+𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛
 (4) 

 

 

3. RESULTS AND DISCUSSION 

 

This section presents and discusses the 

results obtained from data acquisition, training, 

and testing phases. 

 

3.1 Occluded face data acquisition 

results 

The collected data underwent 

preprocessing phase, which involved resizing 

and augmentation by applying random changes 

to the saturation, brightness, and grayscale. As 

a result of this process, a primary dataset called 

Compilation I was generated, consisting of 450 

masked face images and 450 corresponding 

labels. Furthermore, this process also led to the 

creation of a secondary dataset called 

Compilation II, which includes 300 masked 

face images and 300 corresponding labels. The 

distribution of images and labels for training, 

validation, and testing purposes can be observed 

in Table 2. 

 

3.2 Training phase results 

The training process on both the 

primary and secondary datasets involved nine 

combinations, hereafter is called as 

configurations, of epochs and batch sizes. The 

specific configurations of epochs and batch 

sizes are provided in Table 3. 

 

https://doi.org/10.15408/jti.v16i1.31211


Jurnal Teknik Informatika Vol. 16 No. 1, April 2023 (69-79)  
ISSN: p-ISSN 1979-9160 (Print)| e-ISSN 2549-7901 (Online)   
DOI: https://doi.org/10.15408/jti.v16i1.31211    

                  

74 
Fachrrurozi, et.al: Real-Time Occluded Face… 

Table 2. The quantities of data acquired for 

each compilations 

Dataset 

Name 

Training Validation Testing 

Compilati

on I 

300 90 60 

Compilati

on II 

210 60 30 

 

Table 3. Training configurations 

Configurati

on 

Epoch Batch 

Size 

1 50  16 

2 250 16 

3 500 16 

4 50  24 

5 250 24 

6 500 24 

7 50  32 

8 250 32 

9 500 32 

 

The selection of the best model is based 

on monitoring the accuracy value at each epoch, 

and the model with the highest accuracy is 

chosen. Stochastic Gradient Descent (SGD) is 

utilized as the optimizer. The training process 

incorporates a technique where the training is 

halted at a certain epoch if the accuracy value 

does not improve for 100 consecutive epochs 

following the highest accuracy value. The 

output of this training process is the best 

weights model obtained after running multiple 

epochs. The training was performed on Google 

Collab media, utilizing the Nvidia Tesla T4 

GPU. The training results from the best 

configuration, configuration 9, are depicted in 

Figure 8(a) for Compilation I and Figure 8(b) 

for Compilation II. 

In the training process, Compilation I 

employed 300 training data and 90 validation 

data, while Compilation II used 210 training 

data and 60 validation data. The training data is 

used to train the model to accurately identify 

faces with occlusions, while the validation data 

is employed to assess and validate the model 

generated during the training process. 

 

 
(a) 

 
(b) 

Figure 8. The outcome of the training process 

using configuration 9 in (a) Compilation I and 

(b) Compilation II 

 

The performance of a weight model can 

be considered good if the values of recall,  

mAP0.5, precision, and mAP0.5:0.95 are close 

to 1, while the values of box loss, object loss, 

and class loss are close to 0. In the case of 

configuration 9, the resulting weight models 

demonstrate good performance, as indicated by 

the values of recall,  mAP0.5, precision, and 

mAP0.5:0.95 being close to 1, and the values of 

box loss, object loss, and class loss being close 

to 0. 

Figure 8(a) illustrates that the precision 

of Compilation I increases rapidly and steadily, 

whereas Figure 8(b) depicts that the precision of 

Compilation II takes a longer time to increase 

and exhibits instability. This discrepancy is 

attributed to the disparity in the quantity of 

training and validation data between the two 

compilations. Consequently, the True Positive 

(TP), True Negative (TN), False Positive (FP), 

and False Negative (FN) values differ, resulting 

in a faster increase in precision for Compilation 

I compared to Compilation II. 

The trend of the recall value also differs 

between the two compilations. Compilation I 

shows a faster and more stable increase in recall 

compared to Compilation II. Again, this 

disparity is influenced by the varying amount of 

training and validation data, as well as the 

discrepancies in TP, TN, FP, and FN values 

discussed earlier. 
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Furthermore, the difference in image 

quality between Compilation I and Compilation 

II contributes to variations in the increase of 

recall,  mAP0.5, precision, and mAP0.5:0.95 

values. This difference in image quality can also 

lead to a weight model with poorer 

performance. 

 

3.3 Determination of Confidence Score 

Prior to the testing process, an initial 

test was conducted to identify the optimal 

Confidence Score for use in subsequent testing. 

The purpose of this test was to determine the 

Confidence Score value that minimizes the 

occurrence of unexpected bounding boxes 

displayed by the program. Three proposed 

Confidence Score values were evaluated: 0.5, 

0.6, and 0.75. The results of this Confidence 

Score determination test are presented in Table 

4. 

Upon reviewing the test results in Table 

4, it is evident that a Confidence Score of 0.75 

yields the best outcome compared to the other 

values. At a Confidence Score of 0.75, only one 

bounding box is displayed around the face. 

Conversely, at Confidence Scores of 0.5 and 

0.6, the program generates more than one 

bounding box on the face. Therefore, the 

selected Confidence Score value for both 

image-based testing and real-time testing is 

0.75. 

 

Table 4. Values of confidence score obtained 

from performing real-time testing 

Confidence 

Score 

Real-time Outcome 

0.5 

 

 

0.6 

 

 
 

0.75 

 
 

3.4 Image input testing results 

During the testing phase, a total of 60 

images comprising 10 labels from Compilation 

I and 30 images with 10 labels from 

Compilation II were used. The image-based 

testing was conducted on Google Collab media, 

utilizing the Nvidia Tesla T4 GPU. In this 

phase, if the Confidence Score is below 75, the 

face is considered unidentified. The results of 

the test, which included occluded face images 

from both the primary and secondary datasets, 

are presented in the table for occluded face 

identification performance evaluation. Four 

metrics, namely Recall, F1-Score, Precision, 

and Accuracy were determined to assess the 

performance of the system. 

The sample result of image-based 

testing on both datasets are presented in Table 5 

and Table 6. The custom software developed for 

this purpose displays the confidence score and 

identified label above the bounding box 

surrounding the individual's face. This visual 

representation provides an indication of the 

level of clarity with which each individual is 

identified. 

The performance of the occluded face 

identification system on both datasets is 

presented in Table 7 and Table 8. These tables 

provide essential metrics such as precision, 

recall, mAP_0.5, accuracy, and F1-score for 

each compilation after undergoing nine cycles 

of training and testing. These values 

collectively demonstrate the effectiveness and 

performance of the YOLOv5 model utilized. 

 

Table 5. Some results from testing phase 

using still image as input on Compilation I 
Image True 

Label 

Outcome 

Label 

 

CIA CIA 

 

ICA ICA 

 

NIGEL NIGEL 

 

RAFLY RAFLY 
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Table 6. Some results from testing phase using 

still image as input on Compilation I. 
Image True Label Outcome 

Label 

 

BRITNEY BRITNEY 

 

RAY RAY 

 

SHERYL SHERYL 

 

TOMMY TOMMY 

 
Table 7. Performance of occluded face 

identification on Compilation I 

C P R m A F 

1 1.00 0.951 0.99 0.951 0.97 

2 1.00 1.00 0.99 1.00 1.00 

3 1.00 1.00 0.99 1.00 1.00 

4 1.00 0.83 0.99 0.83 0.91 

5 1.00 1.00 0.99 1.00 1.00 

6 1.00 1.00 0.99 1.00 1.00 

7 1.00 0.801 0.99 0.801 0.89 

8 1.00 1.00 0.99 1.00 1.00 

9 1.00 1.00 0.99 1.00 1.00 

C = Configuration, P = Precision, R = Recall, m 

= mAP_0,5, A = Accuracy, F= F1-Score 
 

Table 8. Performance of occluded face 

identification on Compilation II 

C P R m A F 

1 0.00 0.00 0.461 0.00 0.00 

2 1.00 1.00 0.99 1.00 1.00 

3 1.00 1.00 0.99 1.00 1.00 

4 0.00 0.00 0.39 0.00 0.00 

5 1.00 0.97 0.99 0.97 0.98 

6 1.00 1.00 0.99 1.00 1.00 

7 0.00 0.00 0.64 0.00 0.00 

8 1.00 1.00 0.99 1.00 1.00 

9 1.00 0.901 0.99 0.901 0.95 

C = Configuration, P = Precision, R = Recall, m 

= mAP_0,5, A = Accuracy, F= F1-Score 
 
 
 

According to the outcomes of 

Compilation I, the configurations with epoch 

and batch numbers 2, 3, 5, 6, and 9 

outperformed the other sets. Similarly, in 

Compilation II, configurations 2, 3, 6, and 8 

outperformed the remaining configurations. 

 

3.5 Real-time input testing results 

For real-time testing, we utilized the 

ASUS STRIX SCAR 15 laptop equipped with 

the external webcam ROG EYE S camera, 

which has a resolution of 1920x1080 pixels. 

The testing process was conducted using 

PyCharm Community Edition 2022.2.1, and the 

Nvidia RTX 3060 GPU was employed. Similar 

to the previous experiment, the condition for 

labeling a face as unrecognized was set to a 

Confidence Score of less than 75. Table 9 

provides detailed information about the 

accuracy and response time achieved in the 

experiment, considering nine different 

combinations of epoch batch sizes. 

 

Table 9. Accuracy and response time for 

occluded face identification in real time 

Configurati

on 

Accurac

y 

Average 

Response Time 

1 20 % 0.01 seconds  

2 40 % 0.02 seconds 

3 40 % 0.02 seconds 

4 20 % 0.02 seconds 

5 50 % 0.02 seconds 

6 40 % 0.02 seconds 

7 30 % 0.02 seconds 

8 50 % 0.02 seconds 

9 50 % 0.02 seconds 

 

During the real-time testing, 

configurations 8 and 9 exhibited the highest 

accuracy of 50%. Upon closer examination, it 

was discovered that the images utilized for 

training the real-time system were captured in 

an open area. This led to our hypothesis that the 

system's accuracy was adversely affected by the 

variability in brightness commonly encountered 

in such environments. 

To prove our hypothesis, four new 

individual labels were introduced to the system 

and tested in a room with similar lighting 

conditions. All four individuals were 

successfully identified, resulting in a 100% 

accuracy rate. As a result, the overall program 

accuracy increased by 14%. However, this 

improvement came at the expense of longer 
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average response times. In Table 10, accuracy 

and response time values are compared before 

and after the four additional participants were 

incorporated into the primary dataset. 

Table 11 showcases a sample outcome 

from the real-time testing. Similar to the image 

input results, the developed software displays 

the confidence score and the identified label 

name above the bounding box surrounding the 

recognized individual. It is important to note 

that these results are presented in real time, and 

slight variations may occur when the individual 

is in motion. In our experiment, we specifically 

instructed the individuals to maintain a 

stationary position and face the camera directly, 

taking into consideration the importance of 

capturing a frontal view of the face. 

 

Table 10. Accuracy and response time for 

occluded face identification in real-time 

comparison before and after the insertion of 

additional name labels 

Configuration Accurac

y 

ART  

9 prior to 

introducing four 

new fresh labels 

50 % 
0.02 

seconds 

9 following the 

addition of four 

fresh name labels 

64 % 
0.02 

seconds 

ART = Average Response Time 

 
Table 11. Real-Time test outcome illustration 

Image True 

Label 

Outcome 

Label 

Response 

Time 

 

CIA CIA 
0.02 

seconds 

 

ICA ICA 
0.02 

seconds 

 

NIGEL NIGEL 
0.01 

seconds 

 

RAFLY RAFLY 
0.02 

seconds 

CONCLUSION 

 

 The aim of this study was to assess the 

performance of YOLOv5 in identifying 

occluded face using images captured from a 

phone camera and a specific dataset. The results 

revealed that YOLOv5 achieved exceptional 

accuracy of 100% in identifying still images. Its 

real-time implementation shows lower 

performance with maximum accuracy of 64%. 

A hypothesis was proposed suggesting that the 

brightness of the room during data compilation 

influenced the testing outcomes. In cases where 

the training images were captured in rooms with 

drastically different lighting conditions, either 

excessively bright or dim, the system 

encountered difficulties in accurately 

identifying 50% of the individuals. To validate 

this hypothesis, a new dataset containing 

images taken in moderately lit rooms was 

introduced. In this scenario, the system 

successfully identified individuals without 

errors, thus confirming the hypothesis. 

Consequently, the accuracy of the real-time 

YOLOv5 implementation improved by 14%, 

but the average response time lengthened 

compared to the previous setup. 

 Based on these findings, future research 

should focus on addressing challenges posed by 

drastic changes in image brightness. Potential 

expansions include optimizing image 

brightness, adding pre-processing and 

augmentation techniques, and decrease the 

average response time of the system. These 

improvements will be crucial in upgrading the 

system to a larger-scale real-time 

implementation. 
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