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ABSTRACT  
 

Abstract is a synopsis of the work containing the problems studied, 
the purpose of research, information and methods used to solve 
problems, and conclusions. Articles must be submitted in print-
ready format and are limited to a minimum of ten (10) pages and 
a maximum of twelve (12) pages. Abstract is a synopsis of the work 
that contains the issues studied, the research purpose, the 
information and methods used to solve the problem, and the 
research conclusion. Abstracts are limited to 200 words and should 
not contain references, mathematic equations, figures, and tables. 
The font size for abstracts, keywords, and body of article is 11pt. 
Keywords are no more than six (6) words, but the minimum is three 
(3) words. 
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ABSTRACT  

 

The multiple bandwidths that internet service providers offer make it 

difficult for people to choose, especially for regular people unfamiliar 

with the internet; therefore, most people choose because the price is 

reasonable. Numerous users also lament the difficulty and slow 

internet usage. The issue is then concentrated on internet service 

providers, who are thought to be poor at offering services. The 

quantity of bandwidth consumed, which does not correspond to the 

user’s needs, is one factor contributing to slow internet. As a result, 

the appropriate bandwidth must be chosen based on the requirements 

of each user. Compared to other algorithms, the C4.5 decision tree 

method can deliver the best and correct decision, according to the 

current literature. As a result, this project will develop a web 

application based on the C4.5 decision tree algorithm that can assist in 

determining bandwidth and internet following community needs. 

Using this C4.5 Decision Tree, decisions are based on patterns 

identified in previously collected data. Predictions about various 

forms of internet use in the neighborhood may subsequently be 

produced from these patterns. Based on the calculation, the accuracy 

obtained is 0.54, or a percentage of 54%. The black box testing 

indicated that the bandwidth determination application was 

functioning correctly. 

 

Keywords: Machine Learning, Decision Tree C4.5, Home-Wifi 

Selection 

 

I. INTRODUCTION 

 

 During the Covid-19 pandemic, we are 

forced to carry out various activities from home, 

be it shopping, work, socialization, or school, all 

from home. With this, these activities require 

the internet as their connection access.  

Moreover, more people realize that the internet 

is necessary and has become a basic need. 

According to a survey conducted by the 
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Association of Indonesian Internet Service 

Providers (AAPJII), Indonesia achieved a very 

high internet penetration, reaching 73.7%. %, 

Surabaya 83%, Banten >100%” [1]. 

  The characteristics of the cellular and 

WiFi networks are distinct; the cellular network 

can be characterized as being less able to 

support shared networks due to limited access, 

unstable network conditions, and low power 

consumption due to employing batteries. Long-

term cell phone use can be pretty uncomfortable 

[2]. Compared to WiFi, which is directly 

connected to electricity and has a more reliable 

network, more devices can access it, and do not 

need to recharge it constantly. On the other 

hand, cellular use has advantages when utilized 

while traveling; however, with the current 

situation that we are compelled to work from 

home, such as due to the COVID-19 virus, the 

features of WiFi are ideal for families who stay 

at home [3]. 

 According to a simple survey the author 

conducted, many people are unaware of the 

differences between different bandwidth 

amounts, and many even have no idea what 

bandwidth is. Of the 104 respondents, 81.7% 

were unaware of internet bandwidth, 86.5% 

were unaware of its size, and 97.1% were 

unsure how to calculate the amount of 

bandwidth that would best meet their needs. We 

can implement a decision-making system to 

make decisions suitable for the community, 

mainly residential users. DSS is a technique for 

analytically examining decision-making and 

computer programming [4][5]. With this 

approach, a program calculation is developed, 

the user will inputs the data, and the computer 

automatically bases the decision on the 

algorithm we programmed. The decision-

making process usually uses the KNN[6], 

Decision Tree[7], Naïve Bayes [8], SVM [9], 

Neural Network[10], or Fuzzy methods[11]. 

 In a prior study by Puspita [12], the three 

approaches of KNN, Decision Tree, and Nave 

Bayes were examined to see the difference in 

each degree of accuracy. The KNN technique 

has a class precision for pred. negative of 

52.17%, pred. positive of 0.00%, and pred. 

neutral of 97.27%. The accuracy percentage 

then rises to 96.13%. In the Decision Tree 

approach, the class precision for pred. negative 

is 55.00%, pred. positive is 0.00%, and pred. 

neutral is 97.28%. Sentiment analysis using 

Twitter data for BPJS services achieved an 

accuracy level of 96.01. And the latter achieves 

an accuracy of 89.14%. Where is the class 

precision for pred. negative is 16.67%, pred 

positive is 1.64%, and pred. neutral is 98.40% 

with the Naïve Bayes method. In this study, it 

can be seen that the Decision Tree method has a 

higher accuracy level than the other two 

methods, with an accuracy rate of 96.13%. 

 Research works by Wang [13] aim to 

analyze scholarships to ensure that they are 

effective and equitable for students. Fuzzy, Set 

Pair Analysis (SPA), and Self-organizing Maps 

(SOM) were among the retrieval techniques 

previously tried, but the outcomes were 

unsatisfactory. The decision tree was ultimately 

selected because it is significantly more 

efficient than the prior approach (C4.5 

algorithm). In this investigation, the accuracy 

differences between the methods C4.5, ID3, 

Fuzzy, and Set Pair analysis were 91.59%, 

87.32%, 90.45%, and 83.68%, respectively. The 

speed levels between the four ways are 1.7, 1.9, 

2.5, and 2.2 seconds, with a noticeable variation 

between them. 

 The goal of subsequent research by 

Luigi, et al. [14] is to categorize the several 

situations that can impair voltage stability, 

possibly due to increased usage or interference. 

The decision tree has a black box character and 

can be used for unknown or complex data, with 

much data accessible. Other machine learning 

techniques include the clustering algorithm, 

neural network, and static method. From the 

explanation regarding the implementation of 

Machine Learning to assist decision-making 

that has been described, the Decision Tree has 

the best decision-making accuracy. So the 

author will select home internet bandwidth with 

the Decision Tree decision-making method as 

shown in Figure 1. 

 

 

Figure 1. Decision tree concept [15] 

 However, the Decision Tree has a 

significant challenge, especially if it is to be 

realized in implementation, namely how to find 

which attributes to choose at each level; this is 

also known as Attribute Selection [16]. Various 
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measures of attribute retrieval to select 

attributes can perform well. There are various 

algorithms in this Decision Tree method, 

including ID3 and C4.5. 

 Among the studies about the C4.5[17] 

and ID3 Algorithms[18] is a decision tree 

algorithm used by Yudhi Pratama [19]. The 

research was carried out by creating a website 

for using this method to make decisions. The 

pattern or decision tree model produced by the 

two algorithms is the study’s outcome. The 

accuracy of ID3 is 62%, according to the self-

testing findings, whereas the accuracy of the 

C4.5 algorithm is 88%. 

 In this research, we chose the decision 

tree approach for research on selecting home 

internet bandwidth with the C4.5 algorithm so 

that individuals may obtain the necessary WiFi 

bandwidth. After comparing the two 

algorithms, it was discovered that C4.5 has a 

greater level of accuracy. 

 

II. METHODOLOGY 

 

 This study is classified as experimental 

design because one or more independent 

variables are manipulated and applied to one or 

more dependent variables to measure their 

effect on the latter [20]. To help researchers 

come to a logical conclusion about the link 

between these two variable types, the effect of 

the independent variables on the dependent 

variables is typically monitored and recorded 

over some time. 

 At first, we perform some data collection, 

in looking for material for comparison with the 

created web application, the authors look for 

similar applications or in line with methods to 

obtain information. Some literature gather to be 

analyzed and reviewed its impact on the study 

[13], [14], [19], [21], [22]. The researcher then 

limited the use of the Decision Tree approach 

for the purposes of this research based on the 

determination of the machine learning 

mechanism. 

 The next phase is by distributing 

questionnaires on the WiFi internet user survey 

website and generating datasets based on the 

application, and data was collected in two 

different methods. Purposive sampling will be 

employed to gather data through surveys to 

make the information more thorough and 

targeted to the test cases, particularly Home 

WiFi users. A closed-open survey is utilized to 

collect data, and there is 50 samples total, in 

contrast to Kerlinger and Lee's assertion that 

there should always be at least 30 samples used 

in quantitative research [23]. 

 

 

Figure 2. Research flow on decision tree 

method 

 The collected data, then analyzed, and the 

stages carried out in this C4.5 decision tree 

process research are shown in Figure 2, 

described as follows. 

1. Data Integration and Cleaning: Sorting data 

to determine whether it is necessary or not, 

discarding duplicate or inconsistent data, for 

example. Then add more useful information 

or enhance the already existing data. 

2. Data Selection: The training dataset and the 

testing dataset are the two components of the 

dataset. The mining process will use the 

training dataset to find patterns, and the 

testing dataset will be used to validate any 

patterns that are discovered. 

3. Data Transformation: This process is the 

same as grouping data where data is  

bandwidth medium 

4. Data Mining: The process of finding patterns 

from existing datasets, the research that the 

author did uses the Decision tree C4.5 

algorithm. 

5. Presentation & Evaluation: All forms of 

results are explained in full, clearly and in 

detail; this stage is also a correction for 

whether there are errors in the process. 

 

 The next step is to implement the model 

into development, the construction flow 

describes in Figure 3.  

 
Figure 2. Construction method 
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The steps taken in this implementation are as 

follows: 

A. Create Prediction Pattern 

1. Input training data. 

2. The data preprocessing process is 

carried out so that the data can be 

managed during the training process 

3. Conducting the Data Training Process 

with the Decision Tree Algorithm, the 

process of looking for data patterns. 

4. Get the Model in the form of Rules. 

 

B. Making Predictions based on Prediction 

Patterns 

1. User Input Data. 

2. They preprocess data so that the 

prediction process can be managed. 

3. Taking the rules that the training 

process results have formed by the 

admin. 

4. Prediction process with patterns 

generated by the results of the training 

process by the admin. 

5. Bandwidth Decision Results are 

presented. 

 Accuracy testing with the following 

accuracy formula: 

 

Accuracy = 
𝑇

𝑇+𝐹
    (1) 

 

 With T is the total conclusions that are 

under the prediction results (The data states 

Enough and the prediction results state Enough 

(All True)); while F is the Total conclusions that 

do not match the prediction results (Data states 

Enough, but the prediction results state Less 

(All False)). We also carry out testing based on 

black box testing[24], to ensure all application 

functions can run properly. 

 

III. RESULTS AND DISCUSSION 

 

3.1 Data Collection and Analysis 

 By distributing questionnaires about 

internet usage in the home, information was 

gathered. The data can be gathered in bulk or by 

personally completing the online questionnaire 

on the website for determining internet 

bandwidth. Purposive sampling will be used to 

choose the data to be collected to make the data 

more specific and focused on the case being 

evaluated; however, due to the enormous 

volume of data needed, the procedure is based 

on a dataset generator that uses a random 

method. 

 The data needed to make prediction 

patterns include the Number of Occupants in the 

house, Number of Devices, Device average 

usage range, Large bandwidth currently used, 

Inferior internet Less / Enough / More, The data 

required for the Best Price Provider; for 

Recommendation Process it includes: Provider 

Name, Bandwidth, and Monthly Fee. The 

following are the Tables consisting of the 

classifications.  

 
Table 1. Bandwidth classifications 

Bandwidth 
Classifications 

Not 
enough 

Enough More 

Low (<=  20) 16 5 3 

Middle (21 - 40) 2 6 5 

High ( > 40) 4 3 6 

 
Table 2. Number of occupants classifications 

Number of 
Occupants 

Classifications 

Not 
enough 

Enough More 

Low (<= 3) 6 3 9 
Middle (4 - 5) 6 8 5 

High (> 5) 10 3 0 

 
Table 3. Bandwidth classifications 

Num of Devices 
Classifications 

Not 
enough 

Enough More 

Low (<= 5) 4 3 6 
Middle (6 - 7) 2 2 4 

High ( > 7) 16 9 4 

 
Table 4. Bandwidth classifications 

Usage range 
Classifications 

Not 
enough 

Enough More 

Low (< 10) 3 3 5 
Middle (10 - 15) 3 2 5 

High ( > 15) 16 9 4 

  

 The issue that needs to be resolved is how 

to make it simpler for people to select internet 

bandwidth that meets their needs. This is 

because many people select service providers 

simply because they are affordable, without 

considering the bandwidth offered, even though 

this is one of the most crucial factors to 

consider. From this point on, the neighborhood 

will likely experience many complaints, 

particularly about slow internet due to 

inappropriate bandwidth selection. 

 In this application, a prediction tree based 

on various historical data on the community's 
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internet usage experience will be generated 

from the observations, and a decision tree will 

be made from the predictions. The created 

Decision Tree will be used as a predictive 

pattern for those who want to know whether or 

not the bandwidth used is appropriate. In 

addition, it can be used to determine how much 

bandwidth is appropriate for it, along with 

recommendations of the provider who has the 

highest efficiency compared to the highest price 

based on bandwidth requirement. Next is 

creating a pattern shelter for the predicted C4.5 

decision tree patterns, which can later be 

selected for use. This application, will provide a 

concise and easy-to-use interface so that both 

novice and familiar users can use it 

immediately. 

 

3.2 Process Analysis 

 In the process, the author will process 

historical data on home WiFi internet usage, and 

then the data is processed by a mining process, 

namely Decision Tree C4.5. In a Decision Tree, 

there are attributes in it; these attributes are 

divided into two parts, namely the first input 

attribute, which then produces the target 

attribute as the second part; these attributes 

function as determinants of the calculation of 

gain and ratio which will later be compared. 

 In the process, two types of data are 

needed, namely the training dataset and the 

testing data set, the training dataset is needed to 

carry out the decision tree process, which then 

results from the process to produce a rule, then 

the rule is checked using dataset testing. Each of 

the two datasets must have a target attribute; in 

this case, the target attribute is less, enough, and 

more. The input attribute that has the largest 

gain ratio is the attribute that will be the root. 

 

3.3 Measuring the Model 

 In the design for this bandwidth selection 

process, the author uses the decision tree 

algorithm C4.5. in the process of changing the 

table into a tree structure, then from that 

structure, we get a rule and then conclude it. 

First, the selection of the attribute as the root is 

based on the highest gain value for each 

attribute. In determining the gain, we must first 

determine the entropy value; here is the 

equation for the entropy: 

 

     (2) 
 

 

S: case set 

n: number of partitions S 

pi: the proportion of Si to S 

 

 Furthermore, after getting the Entropy, 

we continue to calculate the gain using the 

Formula (3) 

 

(3) 

S: case set 

A: attribute 

n: number of attribute partition A 

|Si|: number of cases on partition i 

|S|: number of cases in S 

 

 After Gain (S, A) is calculated, create a 

branch for each value (Attribute of root), divide 

cases into branches, and repeat the process for 

each branch until all cases on the branch have 

the same class. The calculation is as follows for 

each Gain (S, A): 

 
Gain(Total,Bandwidth)    

= 1.549587 - ((
24

50
∗ 1,236440) + (

13

50
∗

1,460484) + (
13

50
∗ 1,526234)) =  0.179549 

 

Gain(Total,Num of Occupants)    

= 1.549587 – ((
18

50
∗ 1.459147) + (

19

50
∗

1.557431) + (
13

50
∗ 0)) = 0.432470 

 

Gain(Total,Num of Devices) 

 = 1.549587 – ((
13

50
∗ 1.526234) + (

8

50
∗ 1.5) +

(
29

50
∗ 1.391452 )) = 0.105724 

 

Gain(Total,Usage Range)    

= 1.549587 – ((
11

50
∗ 1.539484) + (

10

50
∗ 1.485475) 

+(
29

50
∗ 1.391452 )) = 0.106763 

  

 Based on the calculation table above on 

node 1, it is known that the attribute with the 

highest gain is the number of occupants, which 

is 0.432470. It can be seen from these attributes 

that we have three branches, Low, Middle, and 

High. The Low and Middle branches must be 

calculated again, while the High branches can 

be classified because the entropy is 0 (zero). 

High branches have a ratio of Less and Middle 

respectively 10 versus 3, therefore, Low is 

higher, and then it is concluded to be “Low” 

with an accuracy percentage of 76.92% based 

on the comparison of 10 and 3. 

Entropy(S) −𝑝𝑖 ∗ 𝑙𝑜𝑔2 𝑝𝑖𝑛
𝑖=1  

Gain(S, A) = Entropy(S)- 
│𝑆𝑖│

│𝑆│

𝑛

𝑖=1
∗ 𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑆𝑖) 
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 The results of our calculations also 

demonstrate that Bandwidth, which has a size of 

0.581976, is the property with the highest gain. 

This attribute has three branches: Low, 

Medium, and High. The Low branch requires 

recalculation, however, the Medium and High 

branches can be identified because both have 

entropy 0 (zero). The ratio in the Medium 

branch is Enough and More, each 1 vs 2, so the 

highest result is "More" with a percentage of 

accuracy of 66.67%, and in the High branch, it 

can be determined right away to have a "More" 

result with a percentage of 100% because all of 

the final data concluded More. 

 The Usage range property has three 

branches for calculating purposes: Light, 

Medium, and Heavy. Recalculation is required 

for the Light branch, but the Medium and Heavy 

branches can be completed because each has an 

entropy value of 0 (zero). Given that both have 

their final results in the Less area, where 

accuracy is 100%, it can be said that the medium 

and heavy branches are less accurate. 

 As for the calculation of the Number of 

Devices, because many gadgets only have one 

attribute content, “Small Number of Devices” 

while the others (Normal and Many Branches), 

are empty or zero, more branches cannot be 

made. A comparison of Less, Enough, and 

More, respectively is 3, 2, and 3, from here, the 

highest and worst values are taken, namely three 

and Less.  

 

3.4 Comparing the Manual Calculation and 

Predictions using the Model 

 The results obtained by the system and 

detailed calculations in the process design can 

be correct because they have the same tree 

results. We can see with the same data set the 

tree results are obtained as below: 

 

 

Figure 3. Manual calculation 

 

Figure 4. Calculation using predictions 

 From the results of the resulting tree, it 

can be ascertained that the C4.5 decision tree 

calculation system has run as expected because 

it produces a tree that is precisely the same. 

 The best top provider in each distribution 

of the bandwidth range using manual 

calculations and forecasts have similarities 

based on the tests done with the C4.5 decision 

tree analysis data set; therefore, it can be 

concluded that the output of the best website 

provider is correct as expected. 

 By comparing the usage range with 

manual calculations, we can see the test results 

based on the usage range. We can also test the 

system using the same dataset, namely C4.5 

decision tree analysis, whereas the output 

results based on manual calculations are 

bandwidth with a medium or low range. in the 

20 to 40 Mbps range. It can be said that the 

system’s output, which ranges from 20 to 40 

Mbps and matches both the results of the 

manual calculation process and the provider’s 

recommendations based on manual calculations 

with a moderate range, is consistent with the 

output obtained through manual calculation. 

 

3.5 Accuracy Measurement 

 Testing accuracy with the following 

accuracy formula (1), using the following data:  
Table 5. True false conclusion 

Conclusion Predictions Total Value Total 

More More 9 True 
27 

(True) 
Enough Enough 8 True 

Less Less 10 True 
More Enough 5 False 

23 
(False) 

Enough More 3 False 

Less More 6 False 

Enough Less 3 False 

Less Enough 6 False 
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Then it can be calculated as follows: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
27

27+23
 = 0.54 

Based on the calculation, the accuracy obtained 

is 0.54, or a percentage of 54%.  

 

3.6 Model Implementation on the Web 

 In order to use the model as the finished 

product, the research’s next step is to build an 

application interface, which is an implemented 

product. At this step, interface design describes 

how each module’s website interface works. 

 Users can interact with the system more 

easily thanks to the interface’s design. This 

design includes the initial appearance of the 

system, entering login information, entering 

predicting data, and adding a list of prediction 

results to the main display that explains the 

prediction results. The interface is made so that 

it can make it easier for users in general. The 

display in Figure 6 is the initial view when you 

first open the internet bandwidth selection 

website. This page has two kinds of buttons, 

each of which functions to view the website and 

admin page. To make predictions the user does 

not have to log in and can make predictions 

directly based on the pattern that the super 

admin has determined. 

  

Figure 5. Interface Design of the Application 

 While the display in Figure 7 is the top 

main view after selecting the predicted pattern, 

the title is presented along with the detailed data 

and the resulting tree pattern. 

 
Figure 6. Predictions Result. 
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 After the implementation process is 

complete, the following process is testing the 

system. Previously the construction or coding 

phase has been completed, this phase is the next 

to check whether the application that has been 

made can work properly as planned or not. This 

stage also prevents problems when the user uses 

the application. The testing using the black box 

method. 

  

 

Figure 7. Working Application for Predictions 

 Figure 8 is the initial view of the website 

using the internet network. This view includes 

the name of the data used, the list of the best 

providers based on the dataset used, and the 

prediction form. General users can make 

predictions without having to log in first. 

  

IV. CONCLUSION 

 
 The bandwidth selection application has 

been built based on the theoretical basis, 

framework, and model that has been described 

in the previous chapter, this website has 

successfully run according to its design by 

implementing the Decision Tree C4.5 

algorithm. This system can determine how 

much bandwidth is needed by projecting the 

various uses of people who have used wifi at 

home, from the various kinds of data, then 

processed using the C4.5 algorithm and a 

decision-making pattern is obtained to make the 

prediction process for determining the right 

bandwidth. Here, the system also provides 

provider recommendations based on the 

efficiency of provider prices from various 

community usage data. 

 Based on the application that has been 

made, the user can determine the amount of 

bandwidth that suits the needs of a particular 

home. The application that has been made can 

provide recommendations for the best provider 

based on needs, sourced from imported datasets. 

The decision tree C4.5 algorithm can help solve 

the problem of choosing bandwidth 

recommendations well. 

 By using the system development 

recommendations, this application can be 

improved. You can automate data development 

with system integration when retrieving 

datasets from a sub-district, for instance, as this 

dataset will grow in tandem with the sub-

internet district’s usage. It can be improved in 

terms of determining variables so that they will 

determine the decision tree process in forming 

patterns even better, leading to a higher level of 

accuracy. 

 In order to prevent further confusion 

about slow internet, which mistakes in 

bandwidth selection may actually cause, we 

hope that the community will make use of this 

bandwidth selection website application and use 

the available bandwidth following their own 

needs. Hopefully, this application can be 

improved upon in the future and made more 

complex to benefit the community more. 
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