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Abstract  
An example of anomaly detection is detecting behavioral deviations in internet use. This behavior can 

be seen from web traffic, which is the amount of data sent and received by people who visit websites. 

In this study, anomaly detection was carried out using stacked Long Short-Term Memory (LSTM). 

First, stacked LSTM is used to create forecasting models using training data. Then the error value 

generated from the prediction on test data is used to perform anomaly detection. We conduct 

hyperparameter optimization on sliding window parameter. Sliding window is a sub-sequential data of 

time-series data used as input in the prediction model. The case study was conducted on the real Yahoo 

Webscope S5 web traffic dataset, consisting of 67 datasets, each of which has three features, namely 

timestamp, value, and anomaly label. The result shows that the average sensitivity is 0.834 and the 

average Area Under ROC Curve (AUC) is 0.931. In addition, for some of the data used, the window 

size selection can affect the sum of the sensitivity and AUC values. In this study, anomaly detection 

using stacked LSTM is described in detail and can be used for anomaly detection in other similar 

problems. 

Keywords: time-series data; sliding window; web traffic; window size. 
 

Abstrak 
Salah satu contoh deteksi anomali adalah mendeteksi penyimpangan perilaku dalam penggunaan internet. Perilaku ini 

dapat dilihat dari web traffic, yaitu jumlah data yang dikirim dan diterima oleh orang-orang yang mengunjungi situs 

web. Pada penelitian ini, deteksi anomali dilakukan menggunakan Long Short-Term Mermory (LSTM) 

bertumpuk. Pertama, LSTM bertumpuk digunakan untuk membuat model peramalan menggunakan data latih. 

Kemudian nilai error yang dihasilkan dari prediksi pada data uji digunakan untuk melakukan deteksi anomali. Kami 

melakukan optimasi hyperparameter pada parameter sliding window. Sliding window adalah data  

sub-sekuensial dari data runtun waktu yang digunakan sebagai input pada model prediksi. Studi kasus dilakukan 

pada dataset web traffic Yahoo Webscope S5 yang terdiri dari 67 dataset yang masing-masing memiliki tiga fitur 

yaitu timestamp, value, dan anomaly label. Hasil menunjukkan bahwa rata-rata sensitivitas sebesar 0.834 dan 

rata-rata Area Under ROC Curve (AUC) sebesar 0.931. Selain itu, untuk beberapa data yang digunakan, 

pemilihan window size dapat mempengaruhi jumlah dari nilai sensitivitas dan AUC. Pada penelitian ini, deteksi 

anomali menggunakan LSTM bertumpuk dijelaskan secara rinci dan dapat digunakan untuk deteksi anomali pada 

permasalahan lainnya yang serupa. 

Kata kunci: data runtun waktu; sliding window; web traffic; window size. 

 

 

1. INTRODUCTION 

The Along with the internet and computer technology, internet networks significantly impact 

society and economic development [1][2]. Web servers can do exchange large amounts of information, 

and various services are provided [3]. However, with the utility increase of internet service, the 
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potential for crime through the internet network has become more diverse. Various attacks on the 

internet network can cause serious damage to the operation of web services and cause economic and 

social losses [4], [5].  

One of the efforts in establishing an internet network security system is anomaly detection. 

Anomaly detection is a process of finding deviant behavior in internet usage [6]. Internet usage 

behavior can be seen from web traffic, namely the amount of data sent and received by people who 

visit websites. The basic principle of anomaly detection is to define normal user behavior well so that 

attack behavior on the internet network can be identified correctly [7]. 

Radford et al. [8] conducted an anomaly detection study on a public dataset from the University 

of New Brunswick's Canadian Institute for Cybersecurity (CIC) and the Information Security Center 

of Excellence (ISCX) using Long Short Term Memory (LSTM). They resulted in the Area Under ROC 

Curve (AUC) of 0.84. In the same year, Kim and Cho [9]  conducted an anomaly detection study on 

the Yahoo Webscope S5 web traffic dataset using a convolutional neural network and LSTM (C-

LSTM), resulting in a sensitivity of 0.897. Braei and Wagner [10] surveyed several anomaly detection 

methods on the Yahoo Webscope S5 web traffic dataset and produced an AUC of 0.8121 using a 

stacked LSTM. 

LSTM is an effective model for studying sequential data with a long-term relationship and 

represents the relationship between current events and past events [11]. Therefore, in this study, 

anomaly detection was carried out on web traffic data using a stacked LSTM by developing the method 

used in Braei and Wagner's research [10]. We use several window sizes as hyperparameter optimization 

on the sliding window as our generic contribution in this work. For making forecasting models, sliding 

window is a sub-sequence of time series data that is used as an input model to predict the value of the 

next time series data. The specified sub-sequence length is called window size. Sensitivity and AUC 

values are used to evaluate the anomaly detection results and determine the effect of window size 

selection on the sum of these two values. 

 

2. METHOD 

The LSTM is one type of Recurrent Neural Network (RNN) that can make a network able to 

maintain its long-term dependence between data at a certain time and some data at previous times. 

The main component of the LSTM layer is a unit called a memory block. In each unit, there are three 

gates, namely input gates, output gates, and forget gates. These gates function to create, read, and 

reset information on the cell state. Cell state in LSTM is a component that brings information from 

one unit to another unit [12]. Figure 1 illustrates the working principle of the LTSM unit at each 

timestamp 𝑡. 
Each gate and cell state can be formulated as follows: 

 𝑓𝑡 = 𝜎1(𝑊𝑥𝑓𝑥𝑡 +𝑊ℎ𝑓ℎ𝑡−1 + 𝑏𝑓), (1) 

 𝑖𝑡 = 𝜎2(𝑊𝑥𝑖𝑥𝑡 +𝑊ℎ𝑖ℎ𝑡−1 + 𝑏𝑖), (2) 

 �̃�t = tanh(𝑊𝑥𝑐𝑥𝑡 +𝑊ℎ𝑐ℎ𝑡−1 + 𝑏𝑐), (3) 

 𝑐𝑡 = 𝑓𝑡𝑐𝑡−1 + 𝑖𝑡�̃�t, (4) 

 𝑜𝑡 = 𝜎3(𝑊𝑥𝑜𝑥𝑡 +𝑊ℎ𝑜ℎ𝑡−1 + 𝑏𝑜), (5) 
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 ℎ𝑡 = 𝑜𝑡 tanh(𝑐𝑡), (6) 

where 𝑊 and 𝑏 are weights and biases, 𝑥 are inputs,𝑓, 𝑖,  and 𝑜 are forget gates, input gates, and 

output gates, �̃�  is a candidate of cell state, 𝑐 is cell state, and ℎ is hidden output [11]. 

 

Figure 1. Structure and working principle at LSTM unit [12]. 

The information carried by the previous cell state 𝑐𝑡−1 will be decided to be forgotten or passed 

by multiplying the values of 𝑐𝑡−1 and the forget gate 𝑓𝑡 by the inputs 𝑥𝑡 and ℎ𝑡−1. It can do this 

because the sigmoid function on the forget gate will produce a value in the interval [0,1]. If the value 

of the forget gate is equal to 0, the result is that the information from 𝑐𝑡−1is not passed. On the other 

hand, if the value of the forget gate is more than 0, then 𝑐𝑡−1 will be forward the information. 

 

 

Figure 2. The cell state process 𝒄𝒕−𝟏 through forget gate. 

Then the new information from 𝑥𝑡 and ℎ𝑡−1 will be converted into candidate cell state �̃�𝑡using 

activation function tanh. The new information will be decided whether to use or not bypassing the 

input gate 𝑖𝑡 like how the forget gate works (figure 3). After that, the value of 𝑐𝑡−1 is updated by 

adding up the information 𝑐𝑡−1 that has passed the forget gate and the new information 𝑥𝑡  and ℎ𝑡−1 

that have passed the input gate (figure 4). 
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Figure 3. The process of forming candidate cell state �̃�𝒕. 

 

Figure 4. The process of updating information on cell state 𝒄𝒕. 

Finally, the hidden output value ℎ𝑡 is calculated by multiplying the output gate value and tanh(𝑐𝑡). 

This step illustrates in Figure 5. 

 

Figure 5. The process of calculating the hidden output value 𝒉𝒕. 

To start the LSTM model, it is necessary to determine the initial value of ℎ0, 𝑐0, and the weight 

of 𝑊 on each LSTM gate and the output layer randomly from a small value [13]. Figure 6 illustrates 

how to make the LSTM model. 
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Figure 6. The example of LSTM model. 

The LSTM process will be carried out by using equations 1 to 6 with the following steps: 

1. In the first LSTM unit, calculate the values of 𝑓1, 𝑖1,�̃�1, 𝑐1, 𝑜1, and ℎ1 with the input 

(𝑥1, ℎ0, 𝑐0). 

2. In the second LSTM unit, calculate the values 𝑓2, 𝑖2,�̃�2, 𝑐2, 𝑜2, and ℎ2with the input 

(𝑥2, ℎ1, 𝑐1). 

3. Predict the value of  �̂�𝒊  using equation �̂�𝒊 = 𝑓(𝒘⊙𝒙+𝑏) and the linear activation function 

𝑎(𝑧) = 𝑧. 

4. Calculate loss function value using the mean squared error (MSE) and update all values in 𝑊 

using gradient descent. 

5. Repeat step 1 to step 4 until the MSE reaches the optimal minimum value. 

In performing anomaly detection, LSTM is used to form a forecasting model.  

Let 𝑋 = {𝑥1, 𝑥2, … , 𝑥𝑁} be time series data, where 𝑁 is the number of data. In the forecasting model, 

it is necessary to specify a window size 𝑤 to apply a sliding window to the data, with 𝑤 < 𝑁. This 

means that 𝑤 consecutive time-series data is used as input to the LSTM to predict the next 𝑥𝑖 value.  

Let 𝜓 be forecasting function using LSTM, then the value of 𝑥𝑖 can be predicted by the following 

formula: 

 
𝜓:ℝ𝑤 → ℝ, 

�̂�𝑖 = 𝜓((𝑥𝑖−𝑤, 𝑥𝑖−𝑤+1, … , 𝑥𝑖−1)). 
(7) 

To form a forecast model, there is no specific value for the window size [11]. We use several 

window sizes i.e. 10, 20, 30, 40, 50, 60, 70, 80, 90, and 100 to get the best evaluation results. Referring 

to Malhotra et al. [14], the researcher used a stacked LSTM containing two hidden LSTM layers. 

Stacked LSTM is an architecture of a neural network that consists of several layers of LSTM in its 

hidden layer. Figure 7 illustrates an architectural example of a stacked LSTM. 
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Figure 7. Architectural Example of a Stacked LSTM. 

Loop lines in the LSTM layer indicate the process as described in detail in Figures 1 to 6. All hidden 

output ℎ in the lower LSTM layer (LSTM layer 1) will be used as input for the LSTM layer above 

(LSTM layer 2). 

After forming a forecasting model using stacked LSTM on the training data, the model predicts 

the test data and calculates the error value. These all the error values are a Gaussian distribution  

𝒩 = 𝒩(µ, 𝜎). Parameters µ and σ are estimated using the mean and standard deviation of the error 

values. Based on this distribution, we calculate the probability density function 𝑝𝑖 = 𝑝(𝑒𝑖)𝑒(𝑖)∼𝒩(µ,𝜎) 

from data 𝑥𝑖 for any error value 𝑒𝑖 = |𝑥𝑖 − �̂�𝑖|. Define the anomaly detection binary function as  

 𝜙𝑏𝑖𝑛𝑎𝑟𝑦(𝑥𝑖) ↦ {
𝑎𝑛𝑜𝑚𝑎𝑙𝑦,𝑖𝑓𝑝𝑖 ≤ 𝛿
𝑛𝑜𝑟𝑚𝑎𝑙,𝑜𝑡ℎ𝑒𝑟

, (8) 

where 𝛿 ∈ ℝ is anomaly boundary. 

 

3. EXPERIMENT 

This study uses the real Yahoo Webscope S5 web traffic dataset, consisting of 67 web traffic time-

series data containing about 1400 timestamps. Anomaly detection was carried out on each of these 

data using the Python 3 program with the help of modules from Tensorflow [15] and Keras [16]. In 

the preprocessing, the data is normalized, and a sliding window is applied. The data is divided into 

training data and test data with ratios of 70% and 30%. Training data is used to create a forecasting 

model using the stacked LSTM and 10% of the training data is used to validate the model. Then the 

forecasting model is used to predict the value in the test data to detect anomaly as described previously. 

The anomaly detection process is only carried out on data containing anomalies in the test data. 
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4. RESULT AND DISCUSSION 

After normalization and sliding window, each data was obtained with 𝑁 −𝑤 data rows where 𝑁 

is the number of rows of data before sliding window and w is the window size used. The data also has 

a column of sequential data (𝒙𝒊
𝒘), the value data to be predicted based on the sequential data (𝑥𝑖), and 

the category of whether the value is an anomaly or not (Anomaly). Table 1 is the results of the sliding 

window performed on Data 1 with 𝑤 = 10. 

Table 1. The example of sliding window results. 

𝒙𝒊
𝒘 𝒙𝒊 Anomaly 

[0, 0.117, 0.219, 0.287, 0.224, 0.115, 0.107, 0.087, 0.169, 0.108] 0.123 0 

[0.117, 0.219, 0.287, 0.224, 0.115, 0.107, 0.087, 0.169, 0.108, 0.123] 0 0 

[0.219, 0.287, 0.224, 0.115, 0.107, 0.087, 0.169, 0.108, 0.123, 0] 0.039 0 

[0.287, 0.224, 0.115, 0.107, 0.087, 0.169, 0.108, 0.123, 0, 0.039] 0.023 0 

[0.224, 0.115, 0.107, 0.087, 0.169, 0.108 0.123, 0, 0.039, 0.023] 0.08 0 

[0.115, 0.107, 0.087, 0.169, 0.108, 0.123, 0, 0.039, 0.023, 0.08] 0.112 0 

[0.107, 0.087, 0.169, 0.108, 0.123, 0, 0.039, 0.023, 0.08, 0.112] 0.147 0 

[0.087, 0.169, 0.108, 0.123, 0, 0.039, 0.023, 0.08, 0.112, 0.147] 0.093 0 

⋮ ⋮ ⋮ 

[0.26, 0.045, 0.042, 0.103, 0.241, 0.223, 0.203, 0.175, 0.251, 0.206] 0.142 0 

 

The training data obtained from the preprocessing results form a forecasting model with a stacked 

LSTM. The model is then used to predict the value (�̂�𝑖) in the test data. Table 2 is the prediction 

results (𝑥𝑖) carried out on the test data from Data 1 with 𝑤 = 10. 

Table 2. Test Data 1 and the prediction results. 

𝒙𝒊 �̂�𝒊 

0 0.053 

0.026 0.056 

0.055 0.065 

0.159 0.078 

0.127 0.099 

0.109 0.115 

0.085 0.122 

0.043 0.116 

⋮ ⋮ 

0.142 0.168 
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The error data calculated from the prediction results are then used to detect anomalies. In the 

following table, several values of the probability density function (𝑝(𝑒𝑖)𝑒(𝑖)∼𝒩(µ,𝜎)), observed 

anomalies (anomalies) and the results of anomaly predictions (anomaly predictions) would be 

presented in the table 3. The anomaly detection results are then evaluated by calculating each data's 

sensitivity and AUC values for several window sizes. Figure 8 presents a sum of the sensitivity values 

and AUC to the window size of the sample data used. 

Table 3. The result of anomaly detection for the test Data 1 

𝒑(𝒆𝒕)𝒆(𝒕)∼𝓝(µ,𝝈) Anomaly Anomaly Prediction 

4.771999 0 0 

4.019029 0 0 

3.433676 0 0 

5.024857 0 0 

4.703183 0 0 

3.571779 0 0 

4.436188 0 0 

5.162097 0 0 

5.084145 0 0 

⋮ ⋮ ⋮ 

3.829487 0 0 

 

 

Figure 8. The line chart for window size versus the sum of sensitivity and AUC values. 

Based on Figure 8, we can see that window size selection affects the number of sensitivity and 

AUC values for some data. From these results, we conclude that it is necessary to do window size 

hyperparameter optimization to get the optimal value of window size. The largest number of 

sensitivity values and AUC determine the best anomaly detection. The average sensitivity and AUC 

of all the best evaluation results are 83.3892% and 93.1228%. 
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5. CONCLUSION 

This paper succeeds in evaluating the anomaly detection performance on the real Yahoo 

Webscope S5 web traffic dataset. The result shows that the average sensitivity and AUC are 83.3892% 

and 93.1228%, respectively. The model can detect the anomaly about 83.3892% correctly from all 

anomalies in the observed data and has a probability of about 93.1228% to predict the probability 

density function from the data indicated anomaly is smaller than the observed normal data. In addition, 

for some data, the selection of window size can affect the sum of the sensitivity and AUC values. 

Further improvements are possible by optimizing the hyperparameters used in the LSTM architecture 

which might increase the sensitivity and AUC values. 
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