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ABSTRACT

Background: Prostate cancer is a well-recognized medical
problem accounting for the most diagnosed type of cancer in
men. The importance of early detection and its improved
survival rate have motivated research on the best cancer
detection method. Consequently, computer-aided diagnosis
was introduced; however, more datasets are needed, and
more testing and trials are required to reach a feasible and
reliable diagnostic method. In this study, we use MRI T2 WI
and ADC-map sequences to build a classifier to differentiate
between clinically significant and insignificant prostate
lesions.

Methods: Haralick's first and second order statistical
features were extracted from pathologically proven prostate

lesions found in The Cancer Imaging Archive open data
source. We used the WEKA platform for data analysis,
including 152 lesions divided into 70% training set and 30%
testing set.

Results: The proposed classifier showed sensitivity,
specificity, F-measure, and AUROC of 82.6%, 87%, 84.4%,
and 92.6%, respectively.

Conclusions: The proposed classifier does not require a
high-end computer, outperforms many previous classifiers,
and has the potential to discriminate clinically significant
from insignificant prostate lesions.

Keywords: Prostate, machine learning, AI, cancer,
prediction.

INTRODUCTION

Prostate cancer is a well-recognized healthcare
problem, accounting for the most diagnosed form of cancer
in men." Although it is considered the third leading cause of
death among men, fortunately, it has a good prognosis when
detected early, with a survival rate of 100% in the early
stages and 31% in the late stages. In comparison, it has a 10-
year survival rate of 98% in all cancer stages.” Therefore,
prostate cancer detection has become a priority in recent
decades. With computer-aided diagnosis (CAD), which
mainly improves radiologists' diagnostic process,” many
studies have focused on prostate cancer localization and
detection, proposing promising methods for CAD in prostate
cancer detection.”” These studies were conducted using
various textural analysis methods, MRI sequences, MRI
magnetic powers, and classifiers.”” While putting into
consideration the limitless number of options when selecting
imaging parameters available in MRI machines, let aside the
differences in machine type, model, and available features;
This numerous variables in fact can make it inapplicable in
practice.G Therefore, to overcome these technical factors,

Haralick features were successfully introduced.”” Haralick et
al. presented a mathematically originated textural features
extraction method in which the first and second statistic
order features can be extracted, as they rely on the
occurrence of a specific spatial gray tone about its
neighboring tones.[8] First-order features (mean, variance,
standard deviation, and skewness) are values drawn from
histograms based on a gray level image. The second-order
features are derived from the gray-level co-occurrence
matric (GLCM), which is a quantifying method of the spatial
relation in neighboring gray tones in an image,’ as seen in
Fig.1. Previously, the availability of proper online datasets
was challenging.” This motivated many to upload more
datasets than that are currently available online.”"" Many
studies were conducted on prostate cancer detection using
CAD. However, the insufficient number of studies using
Haralick textural analysis motivated us to further validate
and enrich the technique through our work, expecting that
using an online dataset will further aid in the growth of CAD.
We built a classifier based on textural analysis to enable the
classification of prostate lesions into clinically significant
(malignant) or insignificant (benign) lesions using the MRI
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T2 WI and diffusion-weighted image (DWI) derivatives'
apparent diffusion coefficients (ADC).

METHODS

We extracted first- and second-order statistical
Haralick features'” with 38 attributes from publicly
accessible data and retrospectively collected MRI prostate
studies pathologically proven and found in The Cancer
Imaging Archive (TCIA).”" For confirmation, all patients
underwent MRI-guided biopsy, and the lesions'
histopathological Gleason scores determined clinical
significance: seven and higher labeled as clinically
significant and six and below as clinically insignificant."
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All lesions were manually traced by a senior radiology
registrar and validated by a 10-year-radiology-consultant
using Image-J, which is an open-source software,™" as
shown in Fig. 1. First, the dataset and information files were
downloaded from the TCIA. Second, using Image-J for
segmentation, image sequences in axial T2 WI and ADC
were uploaded for each lesion and converted into an 8-bit
gray scale format, where the 2D segmentation method was
used to evaluate every selected area. The localization
process was performed using the dataset source files
containing each lesion's corresponding coordinates
information in addition to the image thumbnail for each
lesion. Third, each lesion was manually traced and
duplicated to eliminate extra-lesional features. Fourth, for
each lesion, texture extraction was performed using the
GLCM textural analysis method at four angles (0°, 45°, 90°,
and 135°).
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Figure 1 : The upper half shows an example of lesion tracing and data extraction schedule in the T2 WI sequence
for significant and insignificant lesions. The lower half shows an example of lesion tracing and data extraction
schedule in ADC sequence for clinically significant and insignificant lesions.
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Fig. 2 illustrates the GLCM method. Finally, the
extracted data were stored in an Excel spreadsheet for
analysis using the WEKA platform. Our dataset comprised
330 prostate lesions from 204 subjects. We excluded a total
of 178 lesions, of which ten were excluded due to incomplete
image sequence acquisition, while 168 were excluded after a
size-based filtration was made where small lesional size
areas (less than 64 mm’) with insufficient textural features to
be extracted were filtered. The end dataset was composed of
152 instances (76 clinically significant malignant lesions
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versus 76 benign), which was then split into two datasets:
70% of the data was used as the training set (106 lesions: 54
clinically significant versus 52 insignificant) and 30% as the
testing set (46 lesions: 22 clinically significant versus 24
insignificant). After applying correlation-based feature
selection” using the WEKA machine learning platform for
classification.' Classification process: The data were firstly
randomized using Microsoft Excel and then uploaded to the
WEKA platform where several classifiers and options were
tested based on class (Significant/Insignificant lesion).

Original T2 weighted image

gray levels
d:
da:

3

3
8D

Image with numeric

Right neighbor GLCM Normalized GLCM
. . , ~op(ij)

Neighbor pixel value (j) Neighbor pixel value (j)

s 23 3 2|3

. 3.0 = [EWo.17]0.25| o

o . alba

5 7@;)//6 1 2@ 0.08/ 0 |0.08

5 |3|2|1]|2 2| 3 [0.17/0.08|0.17

- z

Figure 2: Illustration of the GLCM textural analysis method from an MRI T2 WI in 0°. The selected lesion
numeric gray levels are first plotted, then each pixel's occurrence with its neighbors is counted, and lastly given a
percentage accordingly. The example shows four pixels with a value of two, but only three pixels with a value of
two as the right neighborhood for pixels with a value of one (three times), which accounts for 25% of the

normalized GLCM.

After this, automatic classifier selection was performed
on the data and Auto-WEKA plug-in options was primarily
used. Lastly, multiple suggested best-performing classifiers
were compared, revalidated, and retested manually with
different parameter selections to obtain the best-performing
classifier. the J48 classifier was finally selected. Table 1. A
and B present a comparison between the three best-
performing classifiers. Mathematical consideration: all
mathematical formulas and relations were calculated
automatically by WEKA platform. However, the used

formulas were retested
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curves (AUROC) is calculated by integrating a function that

Methods steps

best models true positive rate (TPR) as a function of false
positive rate (FPR), which are calculated as:

TP
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where TP is the frequency of true positive results, FN is the
frequency of false negative results, FP is the frequency of
false positive results, and TN is the frequency of true
negative results. The closer the AUROC curve approaches
1.0 the higher the accuracy of the test to diagnose the
condition in question. The AUROC curves are plotted using
“Threshold Curve” viewer option in WEKA after obtaining
the results. The selected classifier underwent further
evaluation with an attribute correlation evaluator ranker.

Obtaining the data did not require ethical board
approval or patient's informed consent, as it has been made
available for public use by TCIA. Fig. 3. show a simplified
methodology.

ETHICAL APPROVAL

Data source:
Downloaded
from TCIA

Segmntation:
Using Image-J

Results:
valdiation and

classifier
selection

Figure 3: Show flow diagram for methodology used in six steps
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RESULTS

J48 classifier yielded a tree comprising 4 leaves and 7
nodes, based on which the clinical significance was
determined. To analyze the data, WEKA analysis was
performed, and the following attributes were selected: ADC
Entropy, ADC minimum, and ADC angular second moment.
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(Fig. 4). Moreover, 6 out of 38 attributes were selected for
their high-class correlation, as generated by the attribute
ranker, where the 3 highest features from each T2 WI and
ADC images with the highest correlation by Entropy, Energy
and Angular second moment for both imaging sequence
were selected (Table 2). The proposed classifier can
effectively discriminate clinically significant (malignant)
prostrate lesions from the insignificant (benign) ones. Fig. 1

J48 Classifier generated decision tree
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Insignificant <_1 709 < Value < 709 \_> ADC-Angular
lesion | | 2" moment
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lesion lesion

Figure 4: Demonstrate a decision tree that is generated by J48 algorithm. It shows 3 main attributes and their
values used to determine lesions’ clinical significance which are: ADC-Entropy, ADC-Minimum and ADC-

angular 2" moment respectively.

shows an example of a significant and insignificant lesion on
T2 WI and ADC. According to the results of the WEKA
analysis, 84.8% (39/46) lesions were correctly classified (19
significant and 20 insignificant), whereas 15.2% (7/46) were
incorrectly classified (3 significant and 4 insignificant), with
a confidence interval of 0.95 and kappa statistic of 0.7. The

ROC curve for J48 classifier
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A. Area under receiver operating characteristic curve
(AUROC) for clinically significant lesions is
92.6%

sensitivity, specificity, F-measure, and AUROC values were
82.6%, 87%, 84.4%, and 92.6%, respectively, for the
significant (malignant) prostate lesions, and 87%, 82.6 %,
85.1%, and 92.6%, respectively, for the insignificant
(benign) lesions. Fig. 5 shows a plot of the AUROC.
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Figure 5: Demonstrate the receiver operating characteristic curves for clinically
significant lesions (A) and clinically insignificant lesions (B).
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DISCUSSION

Our method utilizing only T2 WI and ADC sequences
outperformed the best performing method in the
PROSTATEXx challenges, which achieved an area under
curve (AUC) value of 89% compared to the 92.6% achieved
using our method. However, our study used training data
alone, which may affect the overall results."”

We conducted multiple trials testing different
classifiers using automatic and manual dataset analysis
approaches and size-based filtration trails. The random
forest, J48, and support vector machine classifiers were
mainly used in addition to other classifiers such as multilayer
perceptrons and meta vote. The J48 classifier achieved the
best result. Moreover, for the size-based filtration different
size cutoffs were tested to determine a better CAD
capability. We found that a cut off of 64 mm2 in ADC
sequences yielded better diagnostic results. Nevertheless,
increasing the analyzed lesion's size did not enhance the
results significantly. While lowering it below this size caused
a significant decrease in the overall statistical values, which
in particular can be attributed to the insufficient amount of
extracted texture to be analyzed from these smaller lesions.
Another limitation is the dataset itself, where we excluded
more lesions due to incomplete image sequence acquisition,
as some had a missing T2 WI or ADC image sequence. By
contrast, some had multiple image files in the T2 WI
sequence or incorrect coordination from the provided guide.
Nevertheless, the presented classifier can adequately
discriminate clinically significant from nonsignificant
prostate lesions. However, the dataset did not include patient
demographics and details concerning significant lesion
advancement or staging, the conclusion drawn may be
limited.

CONCLUSION

In conclusion, J48 classifier performed well in
discriminating clinically significant malignant prostate
lesions. However, focusing on future studies, using the same
datasets with the same or different textural analysis
techniques is essential to validate further and improve the
results and AI field, while encouraging more dataset
publication with more relevant clinical data would be
extremely helpful. Texture extraction and J48 classifier do
not require high-end computers to process pixels, and data
can be deployed in portable computers.
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