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Abstract—Tire cracks pose a significant safety risk, as
undetected defects can lead to severe accidents. Traditional
inspection methods rely on manual visual assessments, which are
prone to human error. This study proposes an automated tire
crack detection system using Convolutional Neural Networks
(CNN), leveraging transfer learning techniques to improve
accuracy and generalization. A dataset of 600 tire images was
collected and preprocessed, including augmentation techniques
such as rotation, flipping, and brightness adjustments. The CNN
model was trained with different optimizers, including Adam and
Stochastic Gradient Descent (SGD), to compare their
performance. Experimental results indicate that Adam achieved
the highest test accuracy of 78.3%with the lowest test loss of 53%,
while SGD required more epochs to reach optimal performance.
This study demonstrates the feasibility of deep learning-based
automated tire inspection, providing a scalable alternative to
traditional methods. Future research should focus on optimizing
model architectures, expanding datasets, and integrating
real-time detection for industrial applications.

Index Terms—Tire crack detection, CNN, deep learning, image
processing, automated inspection.

I. INTRODUCTION
ires are essential for vehicle safety, ensuring stability,

traction, and shock absorption [1], [2], [3], [4]. As seen in
Fig. 1, there are some vehicle type of vehicle tire, cracks

can develop due to aging, excessive load, or extreme conditions,
which increase the risk of failure and road accidents. These
cracks, if left undetected, represent a critical safety hazard as
they can propagate and lead to catastrophic tire failure, which is
a significant contributor to severe road accidents. The
conventional approach to tire safety relies on manual visual
inspection, a method fraught with limitations [5], [6], [7].
Manual checks are not only time-consuming and
labor-intensive, making them inefficient for large-scale
operations like fleet management, but they are also
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fundamentally subjective and inconsistent. The accuracy of
such inspections heavily depends on the inspector's experience,
lighting conditions, and level of fatigue, leading to a high
probability of human error where fine or early-stage cracks are
often overlooked.

Fig. 1. Vehicle type of vehicle tires [8].

This unreliability poses a direct risk to road safety and
highlights an urgent need for an automated, objective, and
scalable detection system [9], [10], [11]. To address these
shortcomings, this research proposes an automated tire crack
detection system leveraging Deep Learning (DL). Recent
advances in CNNs have demonstrated remarkable capabilities
in image classification and defect detection tasks, offering a
path to revolutionize tire inspection [12], [13], [14]. CNNs are
particularly effective at recognizing complex and subtle
patterns that are often invisible to the human eye, making them
ideally suited for identifying tire cracks with high accuracy and
consistency. This study aims to develop a robust CNN-based
model capable of classifying tire conditions as 'cracked' or
'normal,' thereby providing a more efficient, reliable, and
scalable alternative to traditional inspection methods. The
significance of this research lies in its potential to enhance
vehicle safety proactively, reduce labor costs, and improve
maintenance efficiency in the automotive industry. Through
transfer learning and data augmentation, this study seeks to
enhance model performance, providing an effective tool for
automated tire maintenance and safety monitoring. If there are
too many cracks in the tires, of course, this will result in traffic
accidents, therefore proper handling is needed such as
conducting routine and periodic checks to reduce the possibility
of accidents [11]. Checking cracks on tires is currently still
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carried out conventionally, where vehicle users look directly to
determine whether the tires are cracked or not [15].
The problem in this study is how good is the accuracy and

performance of the CNN model in identifying cracks compared
to conventional detection methods or other machine learning
algorithms and How does the CNN model perform under
varying lighting conditions, tire positions, and crack shapes?
Does the model remain robust in real environments?
Figure 2 presents a typical example of the fine cracks this

research aims to detect. These subtle, web-like fissures on the
tire's surface are early indicators of material degradation and
represent the precise type of defect that an automated system is
designed to identify.

Fig. 2. Fine tire cracks [16]

Meanwhile, Fig. 3 displays a sample of images representing
the 'normal' class from the dataset. These images show tires that
are free of visible cracks and serve as the negative class for
training the CNN model, enabling it to distinguish healthy tires
from defective ones.

Fig. 3. Normal tires [16]

Fig. 4. Cracked tires [16]

Figure 4 showcases a sample of images from the 'cracked'
category in the dataset. These images provide the model with
diverse visual examples of tire defects and serve as the positive
class for the binary classification task, teaching the model what

to identify as a defect. Next, Table 1 describe dataset of this
study.

Table.1
Dataset Kaggle

Type
Data

Data
Source Link Data Source

Training
Data
80%

Testing
Data
20%

Normal
tires Kaggle

https://www.kaggle.com/c
ode/zizoudinosaur/tire-sta
tus-classification/input

240 60

Craked
tires Kaggle

https://www.kaggle.com/c
ode/zizoudinosaur/tire-sta
tus-classification/input

240 60

Total 480 120

Total overall image 600

II. RELATEDWORK

Automated tire crack detection has been an emerging field,
driven by the limitations of traditional manual inspection
methods. These methods, often subjective and prone to human
error, highlight the need for more accurate and efficient
systems. This research emphasized the inadequacy of manual
inspections and the importance of automation for enhancing
road safety and vehicle maintenance [17].

Recent advancements in integrating CNNs with traditional
machine learning classifiers have shown significant promise in
various domains, including landslide susceptibility mapping
[18].

This study develops an automated inspection system based
on CNN to detect cracks and other defects on tire surfaces. The
dataset consists of industrial tire images collected directly from
the production line. The CNN model successfully achieved
97.3% accuracy. The advantage of this method is that high
accuracy on real industrial images can be applied in real-time
[19].

This research demonstrated the effectiveness of CNNs in
detecting complex patterns in images, such as defects. Their
work showed that CNNs can extract hierarchical features from
raw data, making them ideal for applications in automotive
safety, including tire crack detection. This laid the foundation
for the use of CNNs in automating tire inspections [20].

In recent years, CNNs have been widely utilized in various
applications, including image classification tasks such as tire
crack detection and classification for motorsport analysis, as
demonstrated by [21].

This research focused on the application of transfer learning,
which allows deep learning models to be trained more
efficiently by using pre-trained networks. Their research
highlighted how transfer learning could improve model
performance with smaller datasets, a technique highly relevant
for tire crack detection, where labeled data is often limited [15].

Other research explored tire crack detection using CNN
with ResNet-34 architecture, achieving high accuracy in
distinguishing between cracked and normal tires. His research
highlighted the effectiveness of deep learning techniques in
automating tire inspection processes [8].

A novel tire defect detection method based on Faster

https://www.kaggle.com/code/zizoudinosaur/tire-status-classification/input
https://www.kaggle.com/code/zizoudinosaur/tire-status-classification/input
https://www.kaggle.com/code/zizoudinosaur/tire-status-classification/input
https://www.kaggle.com/code/zizoudinosaur/tire-status-classification/input
https://www.kaggle.com/code/zizoudinosaur/tire-status-classification/input
https://www.kaggle.com/code/zizoudinosaur/tire-status-classification/input
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R-CNN has been proposed to improve the accuracy of
rehabilitation robots. The method uses Laplace operator and
homomorphic filter to enhance the data set, enhancing
detection accuracy. Data expansion increases the number of
images and improves robustness. The method uses convolution
features from the third and fifth layers of the ZF network to
extract deep characteristics. The method can accurately classify
and locate tire X-ray image defects, with an average
recognition rate of 95.4% [22].

Previous study presented a deep learning tire defect
detection method, improving traditional ShuffleNet. The
method outperforms five other methods, with a detection rate of
94.7%. This robustness and effectiveness save labor costs and
reduce detection time, ensuring safety and efficiency in vehicle
maintenance [23].

A study explored the use of Generative Adversarial
Networks (GAN) for rubber tyre surface inspection, addressing
the limitations of traditional inspection methods. By using
artificial defect images generated using the Pix2Pix method, the
expanded datasets can improve the accuracy of CNN and SVM
models. The study also revealed that the artificial data ratio
affects classification performance [24]. Also, a proposed a
visual inspection framework using a lightweight Transformer
for tire defects. The framework uses a dual-path-Transformer
feature encoder, a multi-scale fusion Transformer, and a spatial
cross Transformer. Tested on a tire radiographic image dataset,
the method achieves detection accuracy of 98.57% and mIoU
of 85.56%, achieving a balance between accuracy and
efficiency [25].

Deep learning, a new field in machine learning, aims to
solve object classification in images using Convolutional
Neural Network (CNN) methods. CNN requires an iterative
training process, requiring heavy computing and a long time.
To speed up the training process, GPU performance is needed.
Test results show a 96.67% accuracy on a MotoGP racer image
with a 473-second training time, demonstrating the
effectiveness of CNN in classifying images. GPU performance
can also speed up computational processes up to 11 times [26].

To address the common challenge of limited datasets,
research has focused on the application of transfer learning,
which allows models to be trained more efficiently and can
improve performance on smaller datasets [21]. Specific
implementations, such as the use of the ResNet-34 architecture,
have successfully achieved high accuracy in distinguishing
between cracked and normal tires [8]. Furthermore,
CNN-based models have also demonstrated their ability to
identify subtle defects that might be missed by manual
inspection, thus holding great potential for enhancing tire safety
and maintenance [22].

It can be concluded that there is still minimal research
focusing on the interpretability of CNN models in the context
of tire crack detection, which is important for user trust and
system debugging.

III. RESEARCHMETHOD

A. Research Workflow
This section outlines the systematic methodology employed

to develop and evaluate the automated tire crack detection
system. The research workflow used in this study is shown in
Fig. 5.

Fig. 5. Research workflow.

B. Dataset and Preprocessing
A dataset comprising 600 tire images was sourced from

Kaggle, which includes cracked and normal tire conditions.
The dataset was split into 480 training images (80%) and 120
testing images (20%) to ensure a balanced evaluation. The
preprocessing steps applied were:
1) Resizing: All images were resized to 400×400 pixels.
2) Normalization: Pixel values were normalized between 0

and 1.
3) Data Augmentation: Techniques such as rotation, flipping,

and brightness adjustments were applied to enhance
model generalization.

C. Model Architecture
The CNN model utilized in this research follows a standard

deep learning pipeline with the following layers:
1) Input Layer: Accepts images of size 400×400×3.
2) Convolutional Layers: Uses multiple 3×3 filters to extract

important features from images.
3) Activation Function: RELU (Rectified Linear Unit) applied

to introduce non-linearity
4) Pooling Layers: Max pooling applied to reduce spatial

dimensions while preserving important features
5) Fully Connected Layers: Flattened output is passed through

dense layers to learn complex patterns
6) Output Layer: Uses a Softmax activation function for

binary classification (cracked or normal) [18].
7) Training Process and Hyperparameter Tuning.

The model training process consists of:
1) Loss Function: Categorical cross entropy to measure

classification error.
2) Optimization Algorithm: Adam and SGD optimizers for

training stability and convergence.
3) Training Steps:
 Input image augmentation to increase dataset variability.
 Feed-forward propagation through CNN layers.
 Loss calculation and backpropagation for weight

adjustments.
 Model evaluation on validation dataset.
Hyperparameters:
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 Epochs: 30–100
 Batch size: 32
 Learning rate: 0.001 (Adam), 0.01 (SGD)

The training process was conducted using TensorFlow and
Keras frameworks, leveraging GPU acceleration for faster
computations. The model was trained using a stratified k-fold
cross-validation approach to mitigate overfitting and ensure
robust performance across different subsets of data.

CNN architecture was chosen as the main model in this
study because of its proven effectiveness in image
classification tasks. CNNs can automatically learn and extract
hierarchical features, ranging from simple edges to complex
crack patterns on tires, making them highly suitable for this
detection task [12], [27]. To address the challenge of limited
datasets, this study adopts a transfer learning approach. This
technique enables the model to leverage knowledge learned
from large-scale datasets, thereby improving model
performance and generalization capabilities even with limited
training data. CNN architecture shown in Fig. 6.

Fig. 6. CNN architecture.

IV. RESULT

A. Evaluation Model
Table 2 presents the model's performance across different

optimizers and epochs. The evaluation focuses on test accuracy
and test loss, which are critical indicators of model
effectiveness in distinguishing between cracked and normal
tires.

Table 2.
The Adam Optimizer

Optimizer Epochs Test Accuracy
(%)

Test Loss
(%)

Adam 30 75.8 57
Adam 70 77.5 54
Adam 100 78.3 53
SGD 30 74.2 70
SGD 70 75.0 60
SGD 100 75.8 55

The Adam optimizer consistently outperforms SGD,
demonstrating superior test accuracy and lower test loss across
all epoch configurations. The highest test accuracy of 78.3%
was achieved at 100 epochs with Adam, whereas the SGD
optimizer peaked at 75.8% accuracy under the same epoch
setting but with a higher test loss of 55%.

Adam combines the advantages of two other optimizers:
Momentum and RMSProp. This optimizer can adjust the
learning rate for each parameter adaptively, its advantages are

Fast convergence is effective on large & complex datasets is
robust to noise (e.g. on blurred prohibition images).

Further performance breakdown in Table 3 includes
validation loss and validation accuracy, which provide deeper
insights into generalization capabilities.

Table 3.
Detailed Performance Evaluation with Adam and SGD Optimizer

Epoch Test
Loss

Test
Accuracy

Val
Loss

Val
Accuracy Optimizer

30 0.570 0.758 0.6095 0.7200 Adam 1
70 0.540 0.775 0.5800 0.7400 Adam 2
100 0.532 0.783 0.6349 0.7200 Adam3
30 0.700 0.742 0.7200 0.7000 SGD 4
70 0.600 0.750 0.6800 0.7100 SGD 5
100 0.553 0.758 0.5700 0.8000 SGD 6

B. Impact of Epochs on Model Performance
The model shows a steady increase in accuracy from 30 to

70 epochs for both Adam and SGD optimizer, confirming that
training over more epochs enhances feature extraction and
pattern learning. However, after 70 epochs, validation accuracy
begins to fluctuate, with a slight decline in Adam's validation
accuracy at 100 epochs (from 74.0% to 72.0%) despite test
accuracy improving. This is a strong indicator of overfitting,
where the model starts memorizing training data rather than
generalizing well to unseen data. For SGD, validation accuracy
improves at 100 epochs (80.0%), suggesting that while SGD
converges slower than Adam, it may retain better
generalization at later stages of training.

C. Optimizer Efficiency: Adam vs. SGD
Adam converges faster and stabilizes at a lower test loss

(53%) compared to SGD (55%), proving its effectiveness in
optimizing complex CNN architectures. The SGD optimizer
shows higher variance in loss values, requiring more epochs to
reach stability. This aligns with previous studies in deep
learning, where SGD tends to struggle in complex landscapes
with high-dimensional features, whereas Adam adapts learning
rates dynamically, making it more efficient for this task. The
fluctuations in SGD’s accuracy trend indicate a potential
sensitivity to hyperparameter tuning (such as learning rate
adjustments), which could be an area for further exploration in
future work.

D. Loss Trends and Overfitting
The validation loss for Adam increases at 100 epochs,

signaling potential overfitting, where the model learns noise in
training data instead of meaningful patterns. The SGD
optimizer exhibits a gradual reduction in validation loss at 100
epochs, suggesting that it may require more training iterations
to reach optimal performance. This overfitting pattern supports
the common deep learning trade-off: higher accuracy comes at
the cost of generalization. It also highlights that, while Adam
achieves faster convergence, prolonged training without proper
regularization (e.g., dropout, weight decay) may degrade
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generalization ability. E. Visualizing Model Trends
Figure 7 illustrates the accuracy and loss trends for different

epoch settings. The results confirm that increasing the number
of epochs improves accuracy up to a certain point. However,
after 70 epochs, the model starts to show signs of overfitting,
particularly in the validation loss, which begins to rise slightly.
The Adam optimizer shows faster convergence and better
stability than SGD, particularly in reducing test loss.

On the other hand, SGD requires more epochs to reach
comparable performance and exhibits higher variability in
accuracy and loss trends. The colors in the test accuracy and
loss charts distinguish between the accuracy curve and the loss
curve, following conventional data visualization practices. The
classification performance is evaluated using categorical
cross-entropy as the loss function, which is effective for 2-class
image classification with one-hot encoding. This method offers
good numerical stability and ease of implementation.
Additionally, the softmax function at the CNN model’s output
layer generates class probabilities, providing an interpretable
probability distribution for tire classification.

F. Discussion
This study examines the trade-off between convergence

speed and generalization capability in tire crack detection using

Adam and SGD optimizers. Adam provides faster convergence
and a peak test accuracy of 78.3% but shows signs of
overfitting after 70 epochs, reducing its ability to generalize. In
contrast, SGD, though slower, achieves better generalization,
reaching a validation accuracy of 80% at 100 epochs. The
findings highlight that optimizer choice significantly affects
model behavior, complementing previous studies that
emphasize architectural complexity. Adam's rapid learning is
useful for prototype development, but SGD is preferable for
real-world deployment due to its stability and generalization.
The study has limitations, including a small dataset (600
images from Kaggle) and the use of a single CNN architecture.
Future research should incorporate stronger regularization,
explore advanced architectures like ResNet, and expand the
dataset for multi-class classification. The ultimate goal is
integrating the model into edge computing for real-time
industrial detection.

V. CONCLUSION
This study highlights the advantages and challenges of

using Adam and SGD optimizers in tire crack detection.
Adam's adaptive learning rate and momentum mechanisms
enable faster convergence, making it effective for complex

Fig. 7. Graphs with ADAM & SGD optimizer.
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deep learning models like CNN. However, after 70 epochs,
Adam exhibits signs of overfitting, as indicated by increasing
validation loss. SGD, although slower, demonstrates superior
generalization, achieving a validation accuracy of 80% at 100
epochs. This suggests that while Adam is beneficial for rapid
learning, SGD offers a more stable and robust solution for
long-term training, especially in imbalanced datasets. Transfer
learning and data augmentation significantly enhance model
performance, enabling better feature extraction and mitigating
overfitting. Despite these improvements, Adam still requires
stronger regularization techniques, such as Dropout and L2
regularization. Future research should focus on advanced
architectures like ResNet and EfficientNet, integrate real-time
detection via edge computing, and refine optimization
strategies to improve model efficiency and stability for
practical applications.
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