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

Abstract—Air pollution has become one of the most significant
environmental problems in many cities throughout the world,
which can endanger public health and the environment.
Understanding the impact of meteorological conditions on air
quality is very important to understanding air pollution patterns.
This study investigates the influence of meteorological variables
on air quality predictions in South Tangerang City, Indonesia,
using the Random Forest method. Modeling is carried out by
building two scenarios, namely predictions using meteorological
variables and predictions without meteorological variables.
Prediction performance analysis is measured using MAE, MSE,
RMSE, R-square, and accuracy. The accuracy results of the
research show that predictions without meteorological variables
provide good prediction results with a value of 86.42%, but
predictions with meteorological variables have better
performance with a value reaching 98.99%. The largest error
values from each model were 2.58 MAE, 71.82 MSE, and 8.4747
RMSE obtained in prediction modeling without meteorological
variables, while the smallest error values were obtained in
prediction modeling using meteorological variables, namely 0.00,
0.01, and 0.0219, respectively, for MAE, MSE, and RMSE. This
research contributes to a better understanding of the relationship
between meteorology and air pollution and air quality in urban
areas and helps develop targeted mitigation strategies to improve
air quality and public health, especially in South Tangerang City
and the surrounding area.

Index Terms—Air quality, meteorological factors, random forest.

I. INTRODUCTION
ir pollution has become one of the most significant
environmental problems in many cities around the world

[1]. The city of South Tangerang is one of the cities in
Indonesia with the worst air pollution levels since 2023 [2].
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Poor air quality is now a major threat to global societies,
causing devastating effects on individuals, medical systems,
ecosystem health, and economies in both developing and
developed countries [3]. Increased transport activity [4],
industrial growth, and rapid urbanisation have led to increased
emissions of air pollutants, which can endanger public health
and the environment [5], [6].

WHO estimates that air pollution is responsible for around 7
million premature deaths per year from ischemic heart disease,
stroke, chronic obstructive pulmonary disease, and lung cancer,
but also from acute respiratory infections such as pneumonia,
which mainly affect children in countries with low and middle
economic levels [7].

Climate change is exacerbating pollution and
environmental damage due to the effects of widespread
globalization [8]. Several factors, including local
meteorological conditions, affect air quality [9]. Temperature,
humidity, wind direction, wind speed, and precipitation are
some of the meteorological factors that can affect the dispersion
and transportation of air pollutants in the atmosphere [10], [11].
Meteorological variables such as temperature and wind speed
often have the highest correlation with air pollution levels [12].

In addition, air pollutants such as particles (PM2.5 and
PM10), nitrogen dioxide (NO2), sulphur dioxide (SO2), and
ozone (O3) are essential for setting air quality standards [13].
PM 25 is one type of air pollutant that is a deadly threat because
it can cause cardiovascular disease and aggravate asthma [14].
Currently, the ISPU (Air Pollution Standard Index) has become
the official standard applied in Indonesia to assess air quality.
There are seven key parameters involved in evaluating ISPU,
including PM10, PM2.5, NO2, SO2, CO, O3, and HC [15]. This
level of pollution can vary significantly according to human
activities, such as industrial activities, transportation, and
energy use [16].

Reference [17] suggested that meteorological factors and
air pollutants have a strong influence on air quality in cities.
High temperatures and low wind speeds can inhibit the spread
of pollution, but high temperatures and high wind speeds lead
to increased particulate concentrations and decreased urban air
quality [18].
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The use of machine learning algorithms has become the
most popular tool and is considered to have succeeded in
making predictions with strong and fast levels of prediction
against big data [19]. One of the best-performing machine
learning techniques in the field of air quality prediction is
Random Forest [20], [21]. Random Forest is an interesting
alternative to finding out how pollutants and meteorology
affect the air quality index in Southern Tangerang City.
Random forest is a powerful ensemble algorithm capable of
making accurate predictions in complex conditions and
managing various types of data [22], [23]. The study conducted
in [24] by applying the random forest method to predicting air
quality produced very accurate results and had better
performance compared to artificial neural networks. Apart from
that, [25] in his research applied several machine learning
methods to predict air quality, including random forest,
decision tree, and deep backpropagation neural network. It was
found that the random forest method had the best performance
in predicting air quality.

Random forest enables non-linear modelling of the
relationship between predictor variables (meteorology and
pollutants) and the target variable (air quality index). Therefore,
we can find a complex relationship between these variables and
analyze variables that have a significant influence on air quality.
Thus, the aim of this study is to analyse the influence of
meteorology on the air quality index of Southern Tangerang
City using the Random Forest method. This research is
expected to provide a better understanding of the air pollution
patterns in the area.

This research is carried out because good air quality plays a
key role in human health, the environment, and natural
ecosystems. A better understanding of air quality is expected to
provide understanding to the public, local governments, and
stakeholders about efforts to manage air quality in Southern
Tangerang City. Knowing how much meteorological and
polluting factors influence the air quality index, it is expected
that more efficient mitigation and management strategies can
be developed and implemented. This will encourage the
development of more efficient policies and sustainable
solutions to ensure that the air in Tangerang City and its
surrounding areas remains clean and healthy in the future.

II. RESEARCHMETHOD

The research was conducted to analyse and find out to what
extent meteorological variables affect air quality in South
Tangerang City, one of the areas with the highest levels of air
pollution in Indonesia. There are several phases involved in this
research, such as data collection, preprocessing, data splitting,
and model implementation. The following research stages can
be seen in Fig. 1.

Fig. 1. Research method design.

A. Data Collection
The air pollution data for South Tangerang City used in this

study was obtained from the official government website of the
Ministry of the Environment (https://ispu.menlhk.go.id).
Datasets are monitored every hour for 24 hours a day. As for
the monitored variables, PM25, PM10, SO, NO2, O3, CO, and
HC.

As for the meteorological data used, it was obtained from
the old website (https://dataonline.bmkg.go.id/). The variables
used for the weather data consist of temperature, wind direction,
wind speed, and humidity. The following characteristics of the
dataset can be seen in Fig. 2.

Fig. 2. Distribution of dataset.
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B. Preprocessing
The preprocessing stage is a necessary step to convert data

that is initially not optimal to a more qualitative format, so it
can be used as an input in testing the proposed method and
produce a higher level of accuracy [26]. Here are some steps
that are taken in data preprocessing.
1) Data Cleaning

Cleaning data is an important part of data preparation. Data
cleaning is an initial step in preprocessing that involves
deleting unwanted data, such as data that does not match the
format in the data set. The purpose of the data cleaning
process is to improve the accuracy of the prediction result.

2) Data Transformation
At the transformation stage, the structure of all data
variables is fixed, such as by changing the format of the data
to suit the operation to be performed. At this stage, date and
time variables are converted to the Datetime format to
ensure compatibility with the analysis carried out.

3) Feature Selection
Considering that this study is aimed at evaluating the
influence of meteorological variables on air quality, the
initial testing was conducted to test the prediction of air
quality without involving meteorological input variables.
Meanwhile, the subsequent testing involved both
meteorological and pollutant input variables in its analysis.
Therefore, in the initial test, a selection of the characteristic
variables of pollutants included PM25, PM10, SO, NO2, O3,
CO, and HC.

4) Data Scaling
Before starting the training of the recommended model, the
first step is to renormalize the dataset using normalization
and standardization methods. The purpose of the
standardization is to adjust the data scale to the normal
range, i.e. between 0 and 1. To do this, the following
equations will be used:

����� = �−����
���� − ����

(1)

where � is the original value of the dataset, and ���� and
���� are the minimum and maximum values of the data.

5) Data Splitting
After performing data preprocessing, the next step is to
divide the dataset into two parts: training data and testing
data. Training data will be used to train the suggested
model, while testing data will be used to test or evaluate the
performance of the trained model.

C. Implementation Random Forest
At the Random Forest implementation stage, modelling

was carried out to predict air quality in South Tangerang City.
Modelling was carried out by building two scenarios, namely
air quality predictions with meteorological variables and air
quality predictions without meteorological variables.

The prediction model with meteorological variables uses
temperature, wind direction, wind speed, humidity, PM25,

PM10, SO, NO2, O3, CO, and HC as inputs for predictions.
Meanwhile, the prediction model without meteorological
variables uses PM25, PM10, SO, NO2, O3, CO, and HC as
input.

Random forest is a machine learning algorithm that can
handle regression and classification problems with a high
degree of precision and a low probability of overfitting [27],
[11]. This algorithm consists of many decision trees, each of
which contributes to the prediction results. The advantage of
random forest is its ability to handle lost data and prevent
overfitting. In addition, this algorithm is extremely efficient in
handling large datasets [11], [28]. The following illustration of
Random Forest can be seen in Fig. 3.

Fig. 3. Random forest ilustration.

III. RESULT
The study uses the Python programming language to use

the Random Forest model to analyze predictions of air quality
with and without meteorological variables. Here are the results
of modeling air quality prediction in South Tangerang City
using Random Forest.

Fig. 4. Air quality prediction modeling with meteorological variables

Based on Fig. 4, it is seen that the data patterns resulting
from the air quality prediction have a trend pattern up and down
at certain hours.
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Fig. 5. Air quality prediction modeling without meteorological variables.

As seen in Fig. 5, the data patterns resulting from the air
quality prediction form a trend pattern that goes up and down at
certain hours. This is influenced by the high pollution during
the working hours or the hours of return to work. It's because
during those hours there's a lot of industrial activity, and there'll
be lots of congestion that produces air-polluting particles.

The accuracy of the predictions obtained can be analyzed
by considering the mean absolute error (MAE), mean square
error (MSE), root mean square error (RMSE), and
determination coefficient [29]. The following is the equation of
the evaluation metrics [16], [30].

��� = 1
� �=1

� ��������� − ����������� (2)

MSE = 1
n i=1

n ��������� − ����������� (3)

���� = 1
� �=1

� (��������� − ����������)2� (4)

�2 = 1 − (���������−����������)2�
(���������−����������)2�

(5)

The results of air quality predictions with meteorological
variables and without meteorological variables are shown in
Table 1. Prediction results are assessed based on MAE, MSE,
and RMSE values. The dataset used is divided into two parts:
80% is used as training data to train the model, and the
remaining 20% is used as test data for validation.

Table 1.
Random Forest Performance Results for Air Quality Prediction

Measurement
Metrics

Prediction with
Meteorological Variables

Prediction without
Meteorological

Variables

Training Testing Training Testing

MAE 0.00 0.00 0.79 2.58
MSE 0.00 0.01 4.25 71.82

RMSE 0.0089 0.0219 2.0619 8.4747

R2 0.9983 0.9899 0.9933 0.8642

Based on Table 1, the Random Forest prediction model has
the highest correlation on prediction with the meteorological
variable by reaching the respective values; training data is
0.9983 and testing data is 0.9899. While predictions without
meteorology variables reach R-square, respectively, training
data are 0.9933 and testing data are 0.8642.

For the error analysis of Random Forest methods, include
MAE, MSE, and RMSE values. Testing data for predictions
without meteorological variables has the highest error of the
other tests, being 2.58 MAE, 71.82 MSE, and 8.4747 RMSE.
Whereas for data training, we have MAE values, MSE, and
RMSE of 0.79, 4.25, and 2.0619. As for the minimum error
values obtained on training data for the prediction using
meteorologic variables, they are 0.00, 0.00, and 0.0089,
respectively, for MAE and MSE. For data testing, have values
of 0.00, 0.01, and 0.9899.

Fig. 6. Comparison of prediction accuracy results.

The accuracy analysis of the proposed method is as shown
in Fig. 6. The accuracy results show that predictions with
meteorological variables are better than predictions without
meteorological variables. The accuracy achieved in testing
using meteorological variables was 98.99%, while for testing
without meteorological variables, the accuracy value was
86.42%.

It turns out that meteorological factors have a significant
influence on the prediction of air quality. Based on the accuracy
comparison results in Fig. 6, it proves that Random Forest's
performance in predicting air quality with the involvement of
weather factors has better performance than predictions without
involving weather factors.

The analysis of the Random Forest method in predicting
air quality shows that this method is very good for making
predictions of air pollution data in South Tangerang City and
other cities because it gives good results based on relatively
small RMSE results and high accuracy results. The limitation
of the amount of data used in the process of modeling air
quality predictions affects the degree of accuracy of the
prediction results.
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IV. DISCUSSION

This research aims to analyze the impact of meteorological
factors on air quality predictions in South Tangerang City using
the Random Forest method. This study found that by including
meteorological variables such as temperature, humidity, wind
speed, and wind direction, the accuracy of air quality
predictions improved significantly compared to models that
only used air pollutant concentration data.

The research results show that the random forest model
with meteorological variables has the highest accuracy in
predicting air quality in South Tangerang City. The accuracy of
this model reached 98.99%, much higher than the model that
only used air pollutant data (86.42%). This confirms that
meteorological factors have a significant influence on air
pollutant concentrations and should be considered in air quality
prediction models [11]. In addition, there are studies that show
that meteorological conditions such as high temperatures, low
wind speeds, and low humidity tend to cause increased
concentrations of air pollutants [9], [10]. In the study [12], it is
said that air temperature and wind speed often show a very
close relationship with the level of pollutant concentration in
the air.

The advantage of using the Random Forest method in this
research is its ability to accurately identify important variables
that influence air quality. By including meteorological factors,
the model can provide more precise and reliable predictions
compared to models that only use air pollutant data [11].

V. CONCLUSION
In this study, the air quality prediction in South Tangerang

City, Indonesia was analyzed using daily air pollutant and
meteorological data monitored every hour from a website
provided by the Indonesian government. The study applied the
Random Forest method to model air quality in Tangerang City,
Indonesia. The predictive performance analysis is measured
using MAE, MSE, RMSE, R-square, and accuracy. The study's
accuracy results show that predictions with meteorological
variables give a better prediction result with a value of 98.99%
compared to predictions without meteorological variables,
which have a performance value of 86.42%. As for the largest
error values of each model, 2.58 MAE, 71.82 MSE, and 8.4747
RMSE are obtained in the modeling of the prediction without
the meteorological variable, whereas the smallest error value is
obtained in the pre-modeling using the meteorology variables
of 0.00, 0.01, and 0.0219 for MAE, MSE, and RMSE,
respectively. In further research, it is recommended to conduct
research in urban areas with a high density of population or
areas with high industrial activity that may affect future air
quality.
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