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Abstract—Online movie streaming platforms have changed the

current pattern of watching movies. Besides providing
convenience in watching anywhere and anytime, this service is
provided at a lower cost to moviegoers. The increase in
moviegoers on online streaming platforms has resulted in
easy-to-find reviews. This review can determine whether they
decide to watch the film or not. The moviegoers' reviews can be
easily and quickly found for analysis using sentiment analysis to
find a film's worthiness. This study used sentiment analysis in
classifying Twitter data predictions using the Multinomial Naive
Bayes (MNB) and Support Vector Machine (SVM). In the
sentiment analysis of labeling with positive and negative
categories, a distilled version of BERT (DistilBERT) was used in
this study. With a little human assistance in preprocessing, the
model worked objectively with an overall accuracy performance
on the confusion matrix of 64.50% for the Multinomial Naive
Bayes model and 64.12% for the Support Vector Machine model.
Performance evaluation was also carried out by calculating the
cross-validation accuracy, which resulted in an accuracy of
72.38% for the MNB. Meanwhile, the SVM model obtained an
accuracy of 70.19%.

Index Terms—Sentiment analysis, movie reviews, multinomial
naïve bayes, support vector machine, distilBERT.

I. INTRODUCTION
he rapid development of technology in the film industry
has changed people's watching habits, from physically

watching movies in theaters to online streaming platforms.
According to a Harris survey in the Wall Street Journal in 2019,
the average American uses three to six streaming services [1].
One of the popular online movie streaming services or
platforms is Disney+ (Plus) Hotstar. Based on statista.com data,
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there was a significant increase in subscribers from the first
quarter of 2020 to the first quarter of 2022, as shown in Fig. 1.

With the rapid increase in subscribers who watch movies on
this platform, it is necessary to balance the quality of the films
provided by film production houses. This can be exemplified
by the latest series, “Moon Knight,” which has just been
released by the Marvel Cinematic Universe production house
on March 30, 2022, on the Disney+ (plus) Hotstar streaming
service. The large number of Marvel fans who watch and
review this series can affect the feasibility of the Moon Knight
series. By analyzing moviegoers’ opinions, this film's
eligibility can be determined. It then can impact the budget
savings incurred and the increase in revenue received to
determine whether this film can be continued or not.

One of the most widely used methods to get the opinion of
moviegoers is sentiment analysis. It is defined as a process of
analyzing opinions on datasets to determine whether they are
positive or negative [3]. Sentiment analysis can be used on the
electability of political figures [4], such as presidential
candidates [5] , customer satisfaction with products [6-7] , and
film reviews [8-12] . This research used two types of machine
learning options, called Multinomial Naïve Bayes (MNB) and
Support Vector Machine (SVM), to determine the feasibility of
Moon Knight episodes 1-4. The data were collected from
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Fig. 1. Disney+ Subscriber Growth Statistics 1st quarter 2020 to 1st quarter
2022 (in millions) [2]
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people's posts on Twitter because they have been widely used
in sentiment modeling in several studies.

II. RELATEDWORK

Sentiment analysis studies are divided into three categories:
sentiment analysis of film reviews, sentiment analysis of film
comments, and sentiment analysis of film ratings.

A. Sentiment Analysis of Film Reviews
Film review text preprocessing, construction of domain

sentiment dictionary, negative word dictionary, and degree
adverb dictionary were four sentiment dictionaries proposed in
this study [13] to improve sentiment classification accuracy in
reviews.

Meanwhile, the optimization of the CNN and Bi-LSTM
models was proposed in another study [14] to analyze the
sentiment of film reviews with the addition of an attention
mechanism to become an effective model.

Three different calculations, namely, Naïve Bayes (NB) and
Support Vector Machine (SVM) using an n-gram approach
such as unigram, trigram, bigram, bigram+trigram,
unigram+bigram, and unigram+bigram+trigram were proposed
in a study [15] to analyze sentiment on film reviews on the
Rotten Tomatoes platform.

B. Sentiment Analysis of Film Comments
Several studies have been carried out to analyze film

comments. For instance, research [16] suggested that
comments in the form of text on films can be analyzed by
sentiment analysis using the Bi-LSTM model to attain the best
accuracy performance.

In addition, other research [17] analyzed comments and
opinions on the Money Heist season 4 trailer on Youtube using
sentiment analysis with the Multinomial Naïve Bayes model.
The best accuracy reached 81%. Finally, research [18]
conducted sentiment analysis on Myanmar film comments
using the Naïve Bayes classifier with the best accuracy of
83.60%.

C. Sentiment Analysis of Film Ratings
The success of the box office films on a movie streaming

device can be predicted [19] using text mining and sentiment
analysis with the SVM model, producing a classification
accuracy of 81.69%. Additionally, other research [20] outlined
the method of disclosing user attitudes on certain dimensions of
the film to obtain a rating review expressed by moviegoers.
Based on previous research on the sentiment analysis of film

reviews, comments, and ratings, it can be concluded that the
most widely used machine learning models are Multinomial
Naïve Bayes (MNB) and Support Vector Machines (SVM).
Therefore, the present research decided to use both models. In
addition, little information could be found from previous
studies about how to process the labels assigned to each dataset.
Thus, this research also used the distilled version of the BERT
(DistilBERT) model to label datasets based on sentiment
polarity.

D. Multinomial Naïve Bayes
Multinomial Naïve Bayes classifier is one of the most

popular algorithms used for text mining due to its convenience
[21]. Besides, it has a fast processing time, an easy
implementation with a reasonably simple structure, and an
excessive level of effectiveness [22]. MNB calculates the
probability of a class primarily based on its attributes and
determines the class that has the highest possibility. It classifies
classes primarily based on simple possibilities by assuming that
each attribute in the data is mutually unique. Within the
opportunity model, each k class and the quantity of attributes
can be written as within (1).

� = (�1|�1, �2, …, ��) (1)

The appearance of feature Xa data in the YkP(xa|yk) class
category is the probability from the MNB calculation, which is
multiplied by the probability of the P(yk) class category. The
distribution of feature data P(xa) will occur from the results of
previous calculations. Hence, the new calculation is determined
in (2).

� �� �� = � �� �(��|��)
�(��) (2)

Then, the highest probability value is chosen from each
opportunity class to determine the optimal class. In (3) is the
formula for choosing the highest value.

� �� = arg max �(�) �=1
� �(�1|�)� (3)

The classification accuracy not only depends on probability
but also can use weights on each class [23]. In this way, the
attribute can increase the predictive effect.

E. Support Vector Machine
According to [24], the support vector machine (SVM) has a

solution that the maximum margin classifier or hyper-plane
concept can overcome the prediction classification problems
that occur in other linear classifiers. In classifying the correct
prediction of the SVM method, the following mathematical
calculations are known.

Solving the enlargement and subtraction of two distances
can be done by maximizing the margin (4) and minimizing (5)
equations to obtain the sum of the distances from the separating
hyper-plane to the closest point.

������ = 2
| � |������� 2 (4)

�(�) =
| � |�������� 2

2
(5)

The emergence of finite optimization problems can be done
by using an approach using numerical calculations in (6) below.
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(6)

III. RESEARCHMETHOD

A. Data Collection
This study uses a tool to crawl data from Twitter in

collecting data.

Table 1 describes the data crawled using Twint with the
keyword "moon knight". The language filter is "en" or English
on Twitter since the launch of the moon knight series on March
30, 2022.

As presented in Fig. 2, the total data obtained from Twitter
on April 18, 2020, until April 20, 2022, was 40,008 data. The
data contained six attributes or features, namely date, username,
tweet, language, nretweets, and nlikes, as explained in Table 2.

Unfortunately, even though the language has been filtered
to English, the dataset still had data in a different language (not
English). Then the data was saved into a comma-separated
values (csv) format document.

B. Research Method
This section describes the research stages which are divided

into 3 parts, namely preprocessing, data separation, and model
validation.

Table 1.
Dataset Crawling Parameters

No
Twint
Param.
Name

Data
Type Description

1. Search String Search terms
2. Lang String Language used on Twitter
3. Since String Filtering tweets posted data

base on since date

Fig. 2. Total Data Tweets Moon Knight on Twitter

Table 2.
Dataset Explanation

No
Twint
Feature
Name

Data
Type Description

1. date string Tweets posted date
2. username string The name of the account that

posted the tweet
3. tweet string Tweet opinion post
4. language string Language used
5. nretweets integer Number of retweets on tweet

posts
6. nlikes integer Number of likes on tweet posts
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Sentiment analysis framework [25] is used as a research
methodology which can be seen in Fig. 3.
 Preprocessing

There are three proposed processes, namely data cleansing,
labeling, and vectorizing in the preprocessing stage.
1) Data cleansing
 The data were filtered based on the nretweets and nlikes

features with a parameter limit of more than zero. Thus, it
can be said that the tweets are in accordance with what
other users feel. The function then generated the final
4,592 data that were compatible with most users.

 During this process, data redundancy might occur, that is,
the repetition of the same data or data set in a dataset. To
reduce the level of data redundancy, it is necessary to
remove duplicate data in the tweet feature. The final data
from the function was 4,584 unique data. These data did
not have data duplication.

 Not all the data is clean, there are still symbols, use of

emoticons, and non-standard words. First, cleaning the
regex data to remove text that is mixed with symbols and
emoticons. Then, the text is converted to lowercase. After
that, the text in the form of sentences is divided into
several words using tokenizes. Then each word is filtered
with English stopwords, so that data that is still mixed is
removed from the dataset. Finally, the text data for each
appropriate word is searched for the basic word using the
stemming function.

 Furthermore, not all the data is clean. The data still
contained symbols, emoticons, and non-standard words.
First, these data were processed by cleaning the regex data
to remove texts that were mixed with symbols and
emoticons. Then, the texts were converted to lowercase.
Since the texts were still in sentence form, they should be
divided into several words using tokenizes. Then, each
word was filtered with English stopwords to get the mixed
data removed from the dataset. Finally, the text data for
each appropriate word was searched for the basic word
using the stemming function.

 The tokenize and stemming function technique is a feature
extraction which modifies the tweets feature into a new
feature called text_clean and text_preprocessing.

 In the text_preprocessed feature, the data were still in the
form of snippets of basic words. The data were combined
into one whole sentence and replaced the text_clean
feature. Then, the text_preprocessed feature was removed.

 Total data from the data cleansing process obtained 3,088
clean data that does not have a label with six features: date,
username, language, nretweets, nlikes, and text_clean.

2) Labeling
In this study, data that did not have a label was determined

based on the tweet's sentiment using the distilled version of
BERT (DistilBERT) method [26] . DistilBERT is a model
trained with the same data as BERT, namely BookCorpus. The
model is taught from 11,038 collections of un-published books
and the English Wikipedia (excluding lists, tables, and
headers).

DistilBERT is a model for text classification with the same
architecture used in BERT. The token and pooler type embeds
were removed while the number of layers was reduced by a
factor of 2. Most of the operations used in the Transformer
architecture (linear layer and layer normalization) were highly

Fig. 4. Dataset that has been labeled by DistilBERT

Fig. 3. Framework Sentiment Analysis
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optimized in the modern linear algebra framework. Our
investigations then revealed that variations in the last
dimension of the tensor (size dimension) hidden) had less
impact on computational efficiency (for fixed-parameter
budgets) than variations on other factors such as the number of
layers. DistilBERT has fewer layers than the BERT
architecture.

The text_clean feature was used as input data. It was then
scored and labeled with the names POSITIVE and NEGATIVE
by DistilBERT, as illustrated in Fig. 4. The labeling process
resulted in 1,496 data, in which the positive data sentiment
consisted of 653 data or 43.65%. Meanwhile, 843 data (56.35%)
represented the negative data sentiment. Because the data was
not balanced, undersampling was carried out on the imbalanced
sentiment dataset of negative data. It was reduced to as much as
190 data randomly. Therefore, the total data resulted in 1,306
data, with the proportions of each amounting to 653 (balanced).
3) Vectorizing

The text_clean feature data is typically studied for
vocabulary and converted from the previous text into matrix
data by analyzing each word from the whole sentence.
 Data Splitting

The total of 1,306 data was divided into 80% train data and
20% test data using the train_test_split function. The input data
used was 80 percent of the training data from the text_clean
feature with its class feature in the form of a label trained with
an MNB model compared to an SVM.
 Model Validation

The remaining 20% of data (261 data) were used as test
data by utilizing the cross-validation accuracy score to
calculate the maximum value for accuracy validation. In
addition, the confusion matrix was used to calculate the
performance of the test evaluation in the form of overall

accuracy, precision, recall, and f1-score values.

Figure 5 indicates there are abbreviations of TP, TN, FP,
and FN. True positive (TP) is usually used to predict the
positive data according to the positive class. True negative (TN)
is usually used to predict the negative data according to the
negative class. False positive (FP) is a type one error where data

that should be predicted to be negative were mistakenly
misclassified into a positive class. False negative (FN) is a type
two error, where data should be predicted to be positive, but
they were misclassified into a negative class.

To measure the performance results, the confusion matrix
classification results have four terms, namely overall accuracy,
precision, recall, and f1-score, as explained below.

Performance measurement was predicted using the overall
accuracy as the following equation (7). Model accuracy score
reflected the model's capacity to predict both accurately
positive and negative of all results.

�������� = ��+��
��+��+��+��

(7)

Then, to measure the level of positive observation ratio that
was correctly predicted, precision equation (8) was used.

��������� =
��

�� + ��
(8)

The ratio of positive observations was correctly predicted to
all statements in the actual class to measure the recall (8) value.
The precision score was model accuracy. The score reflected
the model's ability to predict accurately all the positive
predictions it generates [27].

������ =
��

�� + ��
(9)

Finally, to see the balance of performance, the f1-score
calculation (10) was carried out from the average precision and
recall value. The recall evaluated the effectiveness of the
proposed model in identifying positive samples.

�1 − ����� = 2�
��������� � ������
��������� + ������

(10)

IV. RESULT AND DISCUSSION

The proportion of data in Fig. 6 explains that the 1,306

Fig. 5. Confusion Matrix

Fig. 6. Proportion Data
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datasets were divided into two classes: negative and positive.
The total of 1,306 data was divided into 80% train data and

20% test data using the train_test_split function. Before
forming the model, hyperparameter tuning was done by adding
a random seed function to help the model choose data points
randomly and activate the stratify function to take stratified
samples. The input data was the text_clean feature. The class
feature is a label that is trained and tested with a Multinomial
Naïve Bayes which is compared with a Support Vector
Machine. 80% of the data (1,045 data) were trained into the
model.

Further, the remaining 20% (261 data) were used as test
data by utilizing the cross-validation accuracy score to
calculate the maximum value for accuracy validation. In
addition, the confusion matrix was used to calculate the
performance of the test evaluation in the form of the overall
accuracy, precision, recall, and f1-score values. The
performance result evaluation model is presented in two results
performance validations: cross-validation accuracy score and
confusion matrix.

The conclusion is that a shorter from previous section
serves two functions. The first is to summarize and bring
together the main areas covered in writing, which might be
called 'looking back', intended to answer the research problems
or purposes. It helps the readers understand why your research
should matter to them after they have finished reading the paper.
The second is to give a final comment or judgment. The final
comment may also include the research's limitation or

constraint, making suggestions or recommendations for
improvement, and speculating on future research/work.

As shown in Table 3, Multinomial Naïve Bayes obtained
the maximum performance at a cross-validation accuracy score

of 72.38%. In comparison, the Support Vector Machine only
had a maximum cross-validation accuracy score of 70.19%.
Even so, it is necessary to re-confirm the accuracy of the
cross-validation score using the confusion matrix evaluation

performance in Table 4.

The best evaluation performance of each model calculated
using the confusion matrix is explained as follows. The
Multinomial Naive Bayes obtained an overall accuracy of
64.50%, precision of 65.83%, recall of 60.30%, and F1 score of
62.94%. Then, the support vector machine model had an
overall accuracy performance of 64.12%, precision of 64.12%,
recall of 64.12%, and F1 score of 64.12%. This model is
different from the research described in the related work,
especially with research [18]. Because we used the DistilBERT
model to label each data set with a limited dataset, it was not
good enough to study the characteristics of audience review
sentences.

In short, the moviegoers have negative sentiments towards
the Moon Knight series. The level of dissatisfaction reached
56.35%, as shown by tweets on Twitter.

V. CONCLUSION
Using the confusion matrix calculation, the evaluation

results indicate that the Support Vector Machine has the best
performance. This model can be used to determine sentiment in
the form of opinions from the habits of moviegoers, although it
is necessary to increase the percentage of performance
appraisals with a lot of tweet data by crawling data. However, it
is necessary to note that this study has some limitations. The
data obtained on Twitter since the new Moon Knight film
release was limited. Hence, further research needs to add more
data so the model can work better. In addition as a comparison,

Table 4.
Confusion Matrix Results Accuracy

No Model Overall
Accuracy

Precision Recall F1-score

1. MNB 64.50% 65.83% 60.30% 62.94%
2. SVM 64.12% 64.12% 64.12% 64.12%

Table 3.
Cross-Validation Results Accuracy

No Model Accuracy

1. Multinomial Naïve Bayes (MNB) 72.38%
2. Support Vector Machine (SVM) 70.19%

Fig. 7. Top 10 Negative Sentiment Predictions
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data labeling techniques other than sentiment polarity are
needed from DistilBERT to improve prediction evaluation
performance. This study also predicts tweets that are not
included in the model to be predicted in real-time in Fig. 7 and
Fig. 8. This study also predicts tweets that are not included in
the model to be predicted in realtime in Fig. 7 and 8.

Figure 7 shows the top 10 negative sentiments. The Figure
indicates that 56.35% of viewers dislike actor Oscar Isaac, who
plays Stevent Grant's character as Moon Knight, for various
reasons. In fact, if we look at the top 10 positive sentiments in
Fig. 8, it is estimated that 43.65% of viewers liked the Moon
Knight character and the history inserted into the film.

This study found that the use of sentiment analysis can
predict the feasibility of a film, where the feasibility is
determined by the opinion of moviegoers on social media. The
opinion is predicted, and the proportion of positive and
negative classes is determined. The result can help film
producers make a decision that will impact on increasing the
effectiveness of the budget issued in the future. These
predictions can change from time to time to the opinions of film
audiences through social media platforms. Therefore, a film
producer needs a need analyst data to understand the wishes of
the moviegoers.
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